Technical Appendix
Limitations of space permitted only brief descriptions in the manuscript of the following: 
(A) the type of statistical model used, and why it was used; 
(B) the construction of the main explanatory variables, and their use in the model; 
(C) a full rationale behind inclusion of some of the control variables, particularly provider factors; and 
(D) the sensitivity analysis that used individual-level (as opposed to aggregate) data.  
We elaborate on those issues here.  We also provide (E) results of various diagnostic testing performed on the model.
A. Model Specification

1. Mixed-effects model

The mixed model (also called a hierarchical model or multilevel model) is an extension of the traditional random model and is well suited for the analysis of longitudinal data.
  The underlying premise of the mixed model is that some of the regression parameters vary randomly from one individual to another, thereby accounting for sources of natural heterogeneity in the population.  That is, individuals in the populations are assumed to have their own subject-specific mean response trajectories over time and a subset of the regression parameters are now considered random.  The distinctive feature of the model is that the mean response is modeled as a combination of population characteristics that are assumed to be shared by all individuals, and subject-specific effects that are unique to a particular individual.  The former are referred as fixed components, while the latter are referred to as random components.
  The term “mixed” denotes that the model contains both fixed and random components.
  
The mixed model is a further generalization of linear regression, allowing for the inclusion of random variations other than those affiliated with the overall error term, which better supports analysis of a dependent variable for hierarchical effects where predictor variables are measured at more than one level and for repeated measures where observations are correlated rather than independent.  The fixed components are similar to standard regression coefficients and are estimated directly.
  The random components are not directly estimated, but rather summarized in conformity with their estimated variances and covariances.  The grouping structure of the data may consist of multiple levels of nested groups.  In longitudinal data, each time series constitutes an individual cluster.  Observations at different levels or clusters are independent, but observations within each cluster are dependent because they belong to the same subpopulation. 
By using Restricted Maximum Likelihood (REML) or Maximum Likelihood (ML) variance component estimation, mixed models permit statistically efficient estimates of fixed regression coefficients.  Specifically, mixed models adjust for autocorrelation and model heteroscedasticity via covariance structures, and allow a more appropriate and realistic specification of complex variance structures at each level.
  In addition, since mixed models explicitly distinguish between fixed and random components, they not only allow for the use of within-subject variation over time to be more efficient, but also attend to describing and quantifying between-subject variation in the time trajectory of dependent variables.  
Moreover, it is not only possible to estimate parameters that describe how the mean response changes in the population of interest, also to predict how individual response trajectories change over time.  Another appealing aspect of the model is its flexibility in accommodating any degree of imbalance in longitudinal data, coupled with its ability to account for the covariance among the repeated measures in a relatively parsimonious way.  That is, with the mixed effects model, it is not necessary to have the same number of observations on each subject or to take measurements at the same set of measurement occasions. As a result, the model is particularly well suited for analyzing inherently unbalanced longitudinal data.
 

To supplement the findings of the Hausman test, which had lent support to the choice of a mixed model, we tested whether one of the models (tort reforms and total cesarean sections) was affected by the switch to a fixed-effects model.  It was not: the signs and significance levels of the tort reforms’ coefficients in both versions of models were essentially the same (Table A). 

Table A.  Model Comparison (Mixed vs. Fixed)

	Reform
	Total cesarean section

	
	Mixed model
	Fixed model

	
	Coef.
	P
	Coef.
	P

	Damages reform
	Attorney Fee Limits
	-0.78
	0.10
	-0.66
	0.24

	
	Collateral Source Rule 
	0.11
	0.64
	0.16
	0.71

	
	Damage 
Cap
	Punitive only
	0.12
	0.43
	0.25
	0.58

	
	
	Noneconomic <= 250,000
	-0.32
	0.04
	-0.45
	0.04

	
	
	Noneconomic 250,001 -500,000
	-0.15
	0.02
	-0.26
	0.03

	
	
	Noneconomic or total >500,000
	-0.47
	0.62
	-0.39
	0.67

	
	Periodic Payment of Awards
	-0.27
	0.29
	-0.38
	0.39

	Modification of 

liability rules
	Expert Witness Rule
	0.02
	0.92
	0.09
	0.91

	
	Joint and Several Liability Rule
	-0.38
	0.19
	-0.51
	0.25

	Limitations on access to court
	Pretrial Screening
	-0.28
	0.01
	-0.39
	0.01


2. Structure and equation

Our panel dataset consists of a series of 13 repeated measures for each of the 50 states and the District of Columbia.  The residuals from neighboring states are likely to be correlated with one another.  Such "spatial" correlations
 may arise for a number of reasons, ranging from observed common policy, lifestyle, or environment, to "unobserved neighborhood effects which propagate across states in complex ways."
  For example, obstetricians in New Hampshire are subject to the liability environment in New Hampshire, but may also react to the environment in neighboring states, such as Maine, Massachusetts, and Vermont.
  In other words, physicians may tend to view deteriorations in the liability climate as an epidemic that may or will spread across states, such that their reaction to a threatening liability environment in a neighboring state may be anticipation of future deteriorations in their own state.  The presence of such spatial correlations in residuals complicates standard inference procedures of panel data since these techniques typically require the assumption that the cross-sectional units are independent.  When this assumption is violated, estimates of standard errors are inconsistent, and hence are not useful for inference.  To account for the possibility of such correlations among jurisdictions, we add a level of region, according to official U.S. census divisions,
 to adjust for potential regional effects on outcome variables.  Therefore, our data are structured as having three levels, presented in the Figure. 

Figure 
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Using vector and matrix notation, our model can be expressed as:
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is a vector of procedure rates in year i, state j, region k.  
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is a design matrix for fixed effects β.  It includes time trend variables and four groups of explanatory variables: liability, provider, medical risk, and socioeconomic factors.  
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3. Time trends
Instead of creating a dummy variable for each year, we describe the patterns of change in the mean responses over time in terms of simple polynomial trends.
  Because the observed changes in outcomes were curvilinear over time, we modeled time with a quadratical trend.  To avoid problems of collinearity in the quadratic trend model, we “centered”
 time on its mean prior to the analysis.

4. Justification for use of a mixed-effects model

We had 4 main reasons for choosing a mixed-effects model for this analysis.  Specifically: 

a. One reason we opted against a fixed effects was that a number of our key explanatory variables, particularly in the tort reform models, are time-invariant over the study period.  This is problematic for a fixed-effects model because those variables become highly collinear with state-specific intercepts, causing a lack of precision in the resulting estimates.  

When a tort reform, such as a noneconomic damages cap, was adopted by a small number of the states during the study period, fixed effect models essentially compare the average change in those few states before and after the reform with the average change in the rest of the states.
  The logic of the fixed-effects model is that any unobserved time-varying effects apply equally to states that did and did not introduce reforms.  As the number of states that did (or did not) reform shrinks toward zero, the possibility that something different happened in those states rises; that is, the possibility of confounding increases.
  

b. One widely-used test to inform the choice between fixed- and random-effects models is the Hausman test, which checks a more efficient random model against a less efficient but consistent fixed model to see if the more efficient model also gives consistent results.  Results of the Hausman test (p-values > 0.17 for all versions of our model) lend support to a state random effects model because the coefficients estimated by the efficient state random effects estimator are not significantly different from the ones estimated by the consistent state fixed effects estimator.

c. Fixed-effects models eliminate the variation attributable to the mean for each state (the “between state” variation) and base the estimation on the change over time within each state (the “within-state” variation).  However, both types of variation are of interest and useful to measure in our analysis.  

d. Dummy variables created by fixed-effects models can consume many degrees of freedom.
 

B. Main Explanatory Variables

1. Premiums
We used data on OB/GYN malpractice premiums from an annual survey conducted by the Medical Liability Monitor (MLM).
  Annually since 1991, the MLM has conducted a nationwide survey of physician malpractice insurance premiums for policies insuring a physician against a single loss of up to US$1 million and up to US$3 million in total losses in a policy year.  In a few cases this $1 million / $3 million coverage is not available, in which case the MLM reports premiums for the policies offered. 
Generally, for each state in a given year, the MLM separately reports multiple companies’ premiums.  However, the MLM does not contain market share information for those insurers.   Instead of simply averaging those premiums as other studies have done,
 we weighted them according to insurers’ market shares, to better represent malpractice pressure in a given state and year.  Our data on the market shares came from the National Association of Insurance Commissioners (NAIC) database.
  This database includes annual information on the leading malpractice insurers by state in which they are licensed.  The NAIC reports state-level data on each company’s medical malpractice market share, using “direct premiums written”
 for medical malpractice policies.  Our premium data come from insurers that covered approximately 45% of OB/GYNs, on average, across all states over the thirteen years.  The proportion of OB/GYNs covered ranges from approximately 20% to 80%.

MLM premium data from about 35% of the jurisdictions are broken down within state for different geographic regions, typically counties or large metropolitan areas.  In these cases, in addition to adjusting for market share, we computed a physician-weighted average state premium, using data on physician location between urban and rural areas from the American Medical Association.
  That is, premiums are also weighted according to the geographic distribution of physicians within the state.
 

Without weighting market share and physician distribution, premiums from small market share companies in rural areas are treated as equal to those from large market share companies in metropolitan areas.  Our two-stage weighted premiums are more accurate than simple averaged MLM premiums, which are used by most studies and might lead to bias.  For example, the simple averaged OB/GYN malpractice premium in Colorado in 2002 is $43,489, while the weighted 2002 premium is calculated to be $32,863, a difference of $10,626.

Eight states
 have established Patient Compensation Funds, which offer insurance for medical malpractice liability that exceeds the specified threshold amounts covered by the insured provider’s primary insurance policy or qualified self-insured plan.
  However, states finance the funds by surcharging physicians.  Recent OB/GYN surcharge amounts in these states reported in the MLM were incorporated into our premium measure.
  Surcharge rate from previous years were obtained from the state authorities.
Our final premium data are composed of weighted OB/GYN premiums by state for the period 1991-2003, adjusted to real 2003 dollars using the GDP deflator.
  Overall, premium data quality is fair.  MLM data from the early 1990s are less complete than those from more recent years.  On average, our data come from liability insurers that covered slightly less than half of OB/GYNs in the U.S. over the study period.  However, we have no reason to believe that missing premium data substantially differ from the available premiums.  Also, the fact that community rating within specialty is common in malpractice insurance makes our malpractice premium data a reliable indicator of the malpractice pressure faced by OB/GYNs in a given state.

2. Tort reforms
Information about tort reforms was obtained from the National Conference of State Legislatures (NCSL), the American Tort Reform Association (ATRA), and publications of a large law firm.  The NCSL provides a listing by state of all state medical liability laws that includes the type of reform implemented and the specific legislation that enacted this reform.  In 1994, the ATRA created a publication that displayed the status of each state law on medical liability.  This publication has been updated several times since then, and it is currently available on the ATRA Web site.
  McCullough, Campbell & Lane is a large general practice law firm located in Chicago with a specialty in insurance law.  It publishes a compendium of all legislation relating to medical malpractice for each state. 
 
Although many of the existing tort reforms were adopted between 1983 and 1988 as a response to the malpractice crisis of the early 1980s
, various reforms were implemented during the period we analyze.  The aforementioned sources were used to ascertain the date of the legislation enacting tort reforms.  The quality of the tort reform data is excellent, as the data sources are all up-to-date to 2003 and reforms were verified by triangulating the three different information sources.

Previous studies have taken a range of approaches to modeling the effect of tort reforms.  Some have developed scales to rank various tort reforms.
  For example, Waters and colleagues rated reforms on a scale of "1" (least likely to discourage medical malpractice claims) to "7" (most likely to discourage claims).  However, such scales are rather subjective.  Other researchers created an index variable reflecting the number of reforms in each state in a given year.
  However, because some tort reforms, especially caps, have been shown to have more impact than others,
 treating various reforms equally is not appropriate.  Indexes treat tort reforms as continuous variables, yet there is no empirical evidence to support the assumption of a constant change in the outcome variable for a single-unit change in number of tort reforms.  As a result, we believe the best way to capture the reforms is to specify them as dummy variables. 

We constructed dummy variables to account for the following tort reforms: attorney fee limits, collateral source rule, damage caps, expert witness rule, joint and several liability rule, periodic payment of awards, pretrial screening, and statute of limitations
 (Table B).  These reforms are divided into three categories: damages reform, limitations on access to court, and modification of liability rules.  Damage caps are further split into four groups: those only limiting punitive damage awards, those capping non-economic damage awards at $250,000, those capping non-economic damage awards at between $250,000 and $500,000, and those capping non-economic or total damage awards at levels greater than $500,000.  We also take into account the fact that some states’ cap amount is adjusted annually for inflation.  For example, if a reform capped non-economic damages at $400,000, adjusted annually for inflation, we treated this as a cap between $250,000 and $500,000 level until the year in which its nominal value exceeded $500,000, at which time we moved the cap to the greater than $500,000 category. 

While some tort reforms are known to have effects on the liability environment, these effects occur with a lag.
  The lag in the response to tort reforms is due, at least in part, to insurers’ unwillingness to reduce premiums until several months of claims data are available upon which actuaries can base post-reform-era premiums.  This hesitance on the part of insurers is compounded by the fact that there are uncertainties about whether specific tort reforms will survive constitutional challenges and how they will be interpreted.
  Given the evidence that tort reforms affect malpractice climate with a lag, we lag tort reform data by one year after implementation.  For each tort reform, we created dummy variables, set equal to one, a year after the reform was implemented and all subsequent years, unless/until the reform was held unconstitutional.  The dummy variables were set equal to zero in the year the reform was implemented and all years before, and in all years following a holding that the reform is unconstitutional. 
	Table B. Malpractice tort reforms considered in the analysis



	Reform
	Description of reform
	Numbers of jurisdictions
 with the reform

	
	
	1991
	2003

	Damages reform
	Attorney Fee Limits
	The proportion of an award that an attorney can contractually charge as a contingency fee is statutorily capped at a specific level.
	20
	25

	
	Collateral Source Rule
	Damages payable are statutorily reduced by all or part of the dollar value of collateral-source payments (from a third party, such as an insurance company, an employer) to the plaintiff.
	29
	35

	
	Damage 
Cap
	Punitive only
	Punitive damages are capped at a statutorily established dollar amount.
	7
	19

	
	
	Noneconomic <= 250,000
	Either noneconomic, total damages or both types of damages are capped at a statutorily established dollar amount.
	3
	3

	
	
	Noneconomic 250,001 -500,000
	
	5
	6

	
	
	Noneconomic or total >500,000
	
	8
	11

	
	Periodic Payment of Awards
	Part or all of the damages are permitted to be disbursed (or must be disbursed) in the form of an annuity that pays out over time.
	27
	29

	Modification of liability rules
	Expert Witness Rule
	Experts must be appropriately credentialed and experienced with the standard of care in the case.
	18
	32

	
	Joint and Several Liability Rule
	The Joint and Several Liability rule is abolished either for noneconomic or total damages in all claims, such that damages payable in a malpractice suit are statutorily allocated in proportion to the tortfeasors’ degree of fault.
	29
	33

	Limitations on access to court
	Pretrial Screening
	A voluntary or mandatory panel to identify non-meritorious professional negligence claims.
	24
	31

	
	Statute of Limitations
	A state law limiting the amount of time within which legal action may be taken.
	46
	51


C. Additional Information on Control Variables

The nature of connection between several of the provider-related control variables and delivery method is not explained in the manuscript, due to limitations of space.  We elaborate here:

(i)  Managed Care

Because cesarean sections are more expensive than vaginal deliveries,
  managed care organizations may attempt to reduce their incidence, either directly through incentive structures or indirectly through their selection of physicians.  Conversely, because reimbursement levels for cesarean sections are approximately 30% higher than for vaginal births and the procedure is amenable to scheduling, obstetricians in fee-for-service and less managed environments may maximize income and save time by performing more of them.  Physicians’ incentives to perform cesareans in marginal or inappropriate situations are probably weakest in HMO settings.

(ii) Hospital Ownership

The potential for cesarean sections to boost revenue also may increase their attractiveness in the for-profit hospital sector to a greater extent than the nonprofit hospital sector.
  

(iii) Hospital Location

Rural and small hospitals are not as well-equipped as their urban and larger counterparts to deal with complications during VBAC.
  Special staffing and other requirements in ACOG guidelines add costs.  Therefore, the prevalence of VBACs is lower.  Among the smallest group of hospitals in which deliveries are perfomed, the prevalence of cesarean sections will also be lower because some high-risk pregnancies will be referred to larger/urban hospitals.

(iv) Non-Physician Deliveries and Out-of-Hospital Births

Because cesarean sections are more common for high-risk pregnancies, many of which are referred to hospital-based obstetricians, vaginal delivery is disproportionately likely among births at the hands of non-physicians (usually midwives) and births outside hospitals.
  
D. Individual-Level Sensitivity Analysis

This study used aggregated state-level data.  To test whether this method is subject to aggregation bias, we compared the liability pressure coefficients and p-values from our original state-level models of VBAC and total cesarean section, with those from individual-level models.  We randomly selected 1% of the population in the 1993, 1996, 1999, and 2002 NDF for analysis.   The sample size of the individual-level model is 160,742 births.  Both models employed the same mixed-effects method, but the individual-level models became logistic, as the outcome variables were dichotomous.
  The results are presented in Table C.  While the standard errors from the individual-level model were smaller than those from state-level model, the signs and significance levels of our key coefficients in both models did not change.  Once the coefficients were adjusted
 to be comparable, both state-level and individual-level models gave similar results. 

Table C.  Model Comparison (Individual-level vs. State-level) 
	Malpractice Pressure
	VBAC Rate
	Total C/Section Rate

	
	Individual-level
	State-level
	Individual-level
	State-level

	
	Coef.
	P
	Coef.
	P
	Coef.
	P
	Coef.
	P

	Premiums
	-0.33
	0.01
	-0.35
	0.01
	0.16
	0.01
	0.15
	0.02

	Reform
	Damages reform
	Attorney Fee Limits
	1.25
	0.15
	1.22
	0.17
	-0.79
	0.09
	-0.78
	0.10

	
	
	Collateral Source Rule 
	-0.64
	0.13
	-0.68
	0.18
	0.16
	0.69
	0.11
	0.64

	
	
	Damage 
Cap
	Punitive only
	0.74
	0.06
	0.74
	0.09
	0.19
	0.45
	0.12
	0.43

	
	
	
	Noneconomic <= 250,000
	1.99
	0.01
	1.92
	0.01
	-0.37
	0.03
	-0.32
	0.04

	
	
	
	Noneconomic 250,001 -500,000
	1.31
	0.01
	1.37
	0.02
	-0.13
	0.01
	-0.15
	0.02

	
	
	
	Noneconomic or total >500,000
	1.24
	0.03
	1.25
	0.04
	-0.41
	0.61
	-0.47
	0.62

	
	
	Periodic Payment of Awards
	0.79
	0.11
	0.85
	0.13
	-0.29
	0.24
	-0.27
	0.29

	
	Modification of 

liability rules
	Expert Witness Rule
	0.49
	0.25
	0.54
	0.25
	0.08
	0.91
	0.02
	0.92

	
	
	Joint and Several Liability Rule
	0.41
	0.68
	0.30
	0.63
	-0.41
	0.14
	-0.38
	0.19

	
	Limitations on access to court
	Pretrial Screening
	0.09
	0.03
	0.07
	0.04
	-0.29
	0.01
	-0.28
	0.01


E. Model Diagnostics 

We examined graphically and numerically the distribution of each variable, and tried several methods of identifying unusual and influential data and then measuring their influence on the model.  
We performed regression analyses with and without outliers and found that the results of the analyses were not significantly different.  For instance, two outliers from the amniocentesis-premium model were identified; we then ran regressions with and without these outliers and found that the coefficients of the premium variable remained the same (0.7).  Also, more than ten outliers were found in the tocolysis-premium model.  We performed the regression with and without these outliers.  The coefficients of premiums varied, but in both models p-values were greater than 0.2, meaning that liability had no significant impact on tocolysis rates in either model. 

We checked normality of residuals by using a Shapiro-Wilk W test.  The p-value is based on the assumption that the distribution is normal.  In our analysis, each outcome variable’s p-value is greater than 0.05, indicating that we cannot reject the hypothesis that each outcome variable is normally distributed.  As discussed before, a polynomial method was used to model nonlinearity of our models. 

Multicollinearity concerns were tested using the variance inflation factor (VIF).  None of the VIF values in our models was greater than 6 (generally, VIF values greater than 10 merit further investigation).  Issues of autocorrelation and heteroskedasticity were adjusted for or modeled via the covariance structures of our mixed models.  Model specification errors were examined by performing Ramsey regression specification error test.  Here, the p-value is based on the assumption that the model has no specification error.  In our study, each model’s p-value is greater than 0.05, indicating that we cannot reject the hypothesis that there is no statistical significant specification error in the models.

Finally, we explored the possibility of endogeneity bias, that is, the likelihood that cesarean section rates, or some other factor correlated with obstetrical practice, drove insurance premiums or malpractice reforms.  Based on a Durbin–Wu–Hausman test, we did not find evidence that endogeneity bias was a problem with our estimates (p-values > 0.43).
Data Structure
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