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Supplementary Information

Methods  

Fit distributions using maximum likelihood data.  For normal distribution, the probability density function (PDF) is 
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 are two parameters to determine the center and the shape of the distribution. For a set of data points: x1, x1,…, xn, the likelihood is the multiplication of the PDF value for each data point: 
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. The maximum likelihood estimator (MLE) of the two parameters is the values of the parameters that maximize the likelihood. The density curve determined by the MLE of the parameters is the fitted distribution curve for the data. A fitted normal distribution curve is shown in Figure 1, which is overlaid to the actual histogram of the data. The same procedure can be used to fit a double-exponential or Cauchy distribution, with their PDF being 
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, respectively.

Calculation of odds ratio for data with a normal, Double-Exponential or Cauchy distribution. The data in the control and diseased groups are assumed to have the same type of distribution.  However, the distribution of the data in the diseased group is a translated version of the data in the control group. Without loss of generality, we would assume that this translation is positive, i.e. if the probability density function (PDF) of the data in the control group is f(x), then the PDF of the data in the diseased group is f(x-u), where u is positive. For the normal distribution, we can assume that the PDF for the control group has mean 0 and variance 1 (it is straightforward to show that this mean and variance does not affect the calculation of the odd ratios). The PDF for the control group is 
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, and therefore, the PDF for the diseased group is 
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. To achieve the performance characteristics of specificity = 
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 and sensitivity = 
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 (e.g. 
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 should satisfy: 
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. To calculate the odds ratio using the conventional definition, we define the upper or lower group as the individuals who have a value no less than the 90th percentile or no greater than the 10th percentile of the control group, respectively. Then the odds ratio can be calculated by the Bayes formula:


[image: image18.wmf])}

Pr(

/

)

,

{Pr(

)}

Pr(

/

)

,

{Pr(

)}

Pr(

/

)

,

{Pr(

)}

Pr(

/

)

,

{Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

L

L

D

U

U

C

L

L

C

U

U

D

L

D

U

C

L

C

U

D

L

C

L

D

U

C

U

D

OR

×

×

=

×

×

=

=



[image: image19.wmf])

|

Pr(

)

|

Pr(

)

|

Pr(

)

|

Pr(

)

Pr(

)

|

Pr(

)

(

)

|

Pr(

)

Pr(

)

|

Pr(

)

(

)

|

Pr(

D

L

C

U

C

L

D

U

D

D

L

C

P

C

U

C

C

L

D

P

D

U

×

×

=

×

×

×

×

×

×

=

,

Where C, D, U, L mean “control”, “diseased”, “Upper group”, “Lower group”, respectively. P(D) is just the prevalence of the disease in the whole population and P(C) = 1 – P(D). By the definition of odds ratio, they actually do not play a role in the final result, as indicated by the above derivation. For the specific upper group and the lower group we are focusing on, it is clearly that Pr(U|C) = Pr(L|C) = 0.1 and therefore they cancel each other in the formula and it amounts to calculate the ratio of two probabilities: Pr(U|D) and Pr(L|D), both of which could be easily calculated once u is known. The same derivation is still true when we use Ware definition of odds ratio, just the calculation of Pr(U|D) and Pr(L|D) would be different based on the definition. The odd ratios for the Double-Exponential and Cauchy distributions were calculated in the same way. The odds ratios were calculated using the above formula for all combinations of specificity and sensitivity, and were graphed in Supplementary Figures 1 (Ware definition) and 2 (conventional definition) using Spotfire software (TIBCO Software Inc, Palo Alto, CA). 

To investigate the situation when the data in the control and case groups had different shapes, the same method was used to calculate the odds ratio for the three different types of data distribution.  To investigate different shapes, we used an R to denote the ratio of the shape parameter for the case group relative to the control group. We then determined the OR for different values of R, and the results are shown in Supplementary Table 1.

Calculation of odds ratio at certain performance characteristics for laboratory data. For a specific performance characteristics, e.g. specificity = 80% and sensitivity = 80%, we assume that the shapes of the distributions are unchanged, but their location is different. To achieve the desired specificity and sensitivity, the distribution within the diseased population was artificially shifted by adding a constant number to every lab value (after transformation). For example, a right-shift of 0.05 was required to achieve 80% specificity and 80% sensitivity for the A1C measurement, but a right-shift of 0.19 was required to achieve 90% specificity and 90% sensitivity, while the shapes of the distributions for the control and diabetic groups remained unchanged. Protein S measurements were shifted similarly and the values of CD19+ cell counts were shifted to the left (i.e. the constant added was negative), as individuals in the diseased group on average had lower CD19 levels. All these shifts were performed after the transformation of the data described previously was done. The upper and lower groups were similarly defined as individuals who had a test value no less than the 90th percentile or no greater than the 10th percentile of the control group, respectively. Then the odds ratio using conventional definition was calculated using the number of non-diseased and diseased individuals in the upper and lower groups. The odds ratio using Ware definition was not calculated as it involved estimation of the probability density function at the tails of the distributions, which would be very unstable given the small samples size at the tails.

Simulation studies to evaluate the effect of dependent variable measurement error and of combining data from multiple centers. In both simulations, 1000 simulations were performed and we assumed that the A1C data distribution was the underlying true data distribution, and a very small random number was added to each observation to break the ties among observations. This latter was necessary since many A1C measurements were identical, and we couldn’t obtain the desired specificity for comparison, which is equivalent to making a random decision at the classification boundary. In many types of long-term outcome studies of interest to anesthesia, we often do not know whether or not a patient has died, developed chronic pain, etc.  In those situations, there is an inherent error in the dependent (chronic outcome) variable measurements. The first simulation study was performed to examine the impact of error in the dependent variable on study outcome.  To do this, a certain percentage (1%, 3%, 5%, 7.5% or 10%) of the cases were randomly labeled as “control” and vice versa, and the performance of the laboratory data was evaluated for the disturbed data. The sensitivity at 80% specificity was evaluated and the mean and standard deviation of the sensitivity were calculated. Then, we assumed the underlying distribution was normal, i.e. control data followed 
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 was selected to ensure 80% specificity and 74.5% sensitivity to match those in the A1C data. The same process of mislabeling data and calculating at 80% specificity on the disturbed data was applied.  For the combined center analysis, we replicated the control and case data 10 times, and a number that was randomly sampled from 
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 was added to each replicate. Here, each replicate was the data from an individual data center and the added number represented the translation of the case and control distributions for that center relative to the parent distributions. 
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 represents the magnitude of inter-center variation and different 
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’s were investigated: 
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=10%, 30%, 50%, 75% or 100% of the standard deviation 
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 of the control A1C data. The 10 replicates were then combined and the sensitivity of the laboratory data at 80% specificity was evaluated and compared to that for the uncombined data.
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Supplemental Table 1A: Odds Ratio (Ware definition)

	Sensitivity
	Specificity
	Normal
	Double-exponential
	Cauchy

	
	
	R=0.5
	R=1
	R=2
	R=0.5
	R=1
	R=2
	R=0.5
	R=1
	R=2

	80%
	80%
	4.2E+5
	75
	5
	244
	25
	5
	21
	32
	11

	80%
	90%
	3.8E+7
	231
	7
	625
	25
	5
	65
	20
	7

	90%
	80%
	4.0E+6
	231
	9
	625
	25
	5
	131
	20
	5

	90%
	90%
	3.6E+8
	713
	12
	625
	25
	5
	23
	8
	4


Supplemental Table 1B: Odds Ratio (conventional definition)

	Sensitivity
	Specificity
	Normal
	Double-exponential
	Cauchy

	
	
	R=0.5
	R=1
	R=2
	R=0.5
	R=1
	R=2
	R=0.5
	R=1
	R=2

	80%
	80%
	2.7E+6
	433
	26
	244
	37.5
	13
	5
	7
	8

	80%
	90%
	6.7E+8
	2416
	47
	2500
	100
	20
	34
	19
	11

	90%
	80%
	4.0E+7
	2416
	90
	938
	100
	30
	15
	19
	15

	90%
	90%
	1E+10
	14910
	174
	5625
	225
	45
	44
	26
	18


Supplemental table 1: Comparison of odds ratio values required for laboratory data with a normal, Double-Exponential or Cauchy distribution to achieve the indicated performance characteristics (sensitivity and specificity). The odds ratios were calculated as described in Methods using either the Ware (1) (A) or conventional (B) definition. The ratio of the shape parameter for the case group relative to the control group is represented by R. 

Figure Legends
Supplemental Figure 1: Three dimensional plot of the odds ratio for various values of sensitivity and specificity calculated assuming that the data had a normal distribution (A) or a Cauchy distribution (B) using the Ware (1) definition of the Odds ratio.  In (A), The odds ratios were 74.8, 230.9, 230.9 and 713 for the data points 1-4, respectively.  In (B), the odds ratios were 8.0, 14.7, 14.7 and 25.9 for the data points 1-4, respectively.  The calculated values for data points 1-4 are shown in Table I.

Supplemental Figure 2: A three dimensional plot of the sensitivity, specificity and odds ratio under the normal distribution (A) or Cauchy (B) distribution using the conventional definition of the Odds ratio.  In (A), the odds ratio values were 433.2, 2415.8, 2415.8 and 14910.3 for the data points 1-4, respectively.  In (B), the values of the odds ratio were 3, 4.3, 4.3 and 6.2 for the data points 1-4, respectively.  The calculated values for data points 1-4 are shown in Table I.

Supplemental Figure 3: Histograms and quantile-quantile (QQ) plots of CD19+ cells in control and lymphoma populations. Top panels: the histogram (left) and the QQ plot (right) of the CD19+ cell counts in the control population. Bottom panels: the histogram (left) and the QQ plot (right) of the CD19+ cell counts in lymphoma population. In the histograms, the red curve represents the fitted normal curve. In the QQ plots, the red lines indicate data with a normal distribution.
Supplemental Figure 4. Histograms and QQ plots of the Protein S activity in control and coagulopathy populations. Top panels: the histogram (left) and the QQ plot (right) of the Protein S activity in the control population. Bottom panels: Histogram (left) and the QQ plot (right) of the Protein S activity in the population with coagulopathies. In the histograms, the red curve represents the fitted normal curve. In the QQ plots, the red lines indicate data with a normal distribution. 
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