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APPENDIX 1

Pharmacokinetic Analyses

Plasma propofol concentration data from the learning group were fit to a 3-compartment mammilary model using NONMEM
 (University of California, San Francisco, CA), a nonlinear regression analysis program with both naive pooled data (NPD) and mixed-effects modeling (MEM) capabilities. Pharmacokinetic parameters estimated by NONMEM included volumes (central compartment [V1], rapid redistribution peripheral compartment [V2], and slow redistribution peripheral compartment [V3]), and clearances (metabolic [Cl1], rapid peripheral [Cl2], and slow peripheral [Cl3]) for each compartment.

NONMEM minimizes an objective function in performing nonlinear regression analysis. A model with a smaller objective function offers an improvement in the goodness of fit. Decreases in the objective function minimized by NONMEM of 4 or more per added model parameter were considered significant at p < 0.05 on the Χ2 distribution. After determining the structural parameters of the model with interindividual variability fixed at zero (NPD technique), the model parameters were fixed at the NPD estimates, and NONMEM was used to estimate the coefficient of variation of each parameter as a measure of interindividual variability. The interindividual variability of the model parameters was assumed to follow a log normal distribution, and was modeled as:
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where Pi is the value of parameter P in the ith patient, PNPD is the naïve pooled estimate of parameter P, and ηi is a random variable with a mean of zero and a variance of ω2.  Since ω2 is the variance of parameter P in the log domain, ω is the standard deviation of parameter P in the log domain. This is approximately the same as the coefficient of variation (CV) for parameter P in the standard domain for small values of ω.

Weighted residuals (WR) were used as the primary measure of goodness of fit:
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where Y = the measured concentration and 
[image: image3.wmf]Ù

Y

 = the model prediction.

The median absolute weighted residuals (MDAWR) were used as an estimate of model precision:
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where n = the total number of observations.

The median weighted residuals (MDWR) were used as an estimate of model bias:
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where n = the total number of observations.

Covariate analysis was also performed using NONMEM. The influence of age, height, weight, body surface area (BSA), lean body mass (LBM), and fat body mass (FBM) were sequentially evaluated in the pharmacokinetic model to determine whether the overall accuracy of the model could be improved upon with the addition of one or more of these covariates. Models incorporating covariates were considered more accurate if the value of –2 x log likelihood (-2LL) decreased by greater than 4 for each covariate used, and the MDAWR decreased.

Model performance was assessed graphically using residual error plots. The measured over predicted concentration values (mathematically equivalent to the WR + 1) were plotted on a log scale over time for each model. The model with the best fit both numerically and graphically was chosen as the revised pharmacokinetic model for propofol derived from the learning group. This pharmacokinetic model was then incorporated into the STANPUMP
 software running the infusion pump system to administer propofol to the test group using the same propofol titration and data sampling schemes used in the learning group. The performance of the revised model in the test group was then compared both numerically and graphically as previously described to the model performance in the learning group.

Pharmacodynamic Analyses

Both NPD and MEM pooled pharmacodynamic analyses were performed with NONMEM using the approach of Somma, et al.
 Post hoc Bayesian estimates of plasma propofol concentrations (based upon the revised pharmacokinetic model), together with observed sedation scores in the learning group, were fit to a sigmoidal model relating the probability of sedation to plasma propofol concentration as follows:

(5) 
[image: image6.wmf])

(

)

(

,

50

g

g

g

SS

C

C

C

SS

Sedation

P

+

=

³


where P(Sedation > SS) is the probability that the sedation score is > N (where N = 2, 3, …6), C is the plasma propofol concentration, 
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 is the plasma propofol concentration at which P(Sedation > SS) = 50%, and γ is the slope of the probability curve.

Pharmacodynamic model performance was assessed numerically and graphically in both the learning group and the test group using the techniques described by Somma et al.‡ In addition to minimizing the objective function, correct (observed SS = predicted SS) and close (observed SS = predicted SS + 1) predictions of sedation scores were determined for each model. The measured probabilities of sedation were also compared graphically to the predicted probabilities of sedation for each sedation score. The pharmacodynamic model with the best performance was used in conjunction with the revised pharmacokinetic model in order to construct dosing regimens for light and deep sedation with propofol in ICU patients.

APPENDIX 2

Original vs. Revised Pharmacokinetic Models

The original and revised pharmacokinetic parameters for propofol are summarized in Appendix Table 1. The performance of the pharmacokinetic model for propofol derived in this study was significantly better than that of the original model or a simple revised model without covariates. Appendix Figures 1A and 1B show the residual error plots for both the original and revised pharmacokinetic models for all subjects in the learning group (n = 19). Compared to the revised model, the original model tends to overestimate plasma propofol concentrations during the infusion phase and underestimates them during the post-infusion phase, with the errors increasing over time. Appendix Figures 2A and 2B show the median and worst individual performances within the learning group of the original and revised propofol models (based upon individual MDAWRs derived for each model). As was seen in the residual error plots, the original model overestimates propofol concentrations in individual subjects during the infusion phase and underestimates propofol concentrations during the post-infusion phase. Appendix Table 2 compares the typical values for the original and revised pharmacokinetic parameters for an average subject. The steady state volume of distribution estimated by the revised propofol model is almost 10 times the size the volume of distribution that is estimated by the original model. The elimination half-life of propofol in the revised model is nearly 8 times as long as the elimination half-life estimated by the original model.

LEGEND TO APPENDIX FIGURES

Appendix Figure 1A-B.  Residual error plots as a measure of performance for the (A) original and (B) revised pharmacokinetic models in the learning group (n = 19), expressed as measured/predicted plasma propofol concentrations over time during the infusion and post-infusion periods. Solid lines depict the infusion period and dashed lines depict the post-infusion period for each subject.

Appendix Figure 2A-B.  Median and worst individual performances for the (A) original and (B) revised pharmacokinetic models in the learning group. The accuracy of the revised model is superior to that of the original model during both the infusion and post infusion periods.

	Appendix Table 2.  Typical Values* for Original and Revised Propofol PK Parameters

	Model Parameter
	Original† Model
	Revised Model  (n = 19)

	
	Typical Values
	Typical Values
	Range‡

	Volumes: (L)
	
	
	

	       Central (V1)
	7
	37
	(19 - 89)

	       Rapid peripheral (V2)
	19
	393
	(270 - 460)

	       Slow peripheral (V3)
	470
	4043
	(1,807 - 12,146)

	       Steady state (Vdss)
	496
	4473
	(2,097 - 12,628)

	Clearances: (Lmin-1)
	
	
	

	       Metabolic (Cl1)
	1.85
	2.79
	(2.15 - 3.40)

	       Rapid peripheral (Cl2)
	1.68
	0.99
	(0.72 - 1.22)

	       Slow peripheral (Cl3)
	1.79
	1.56
	(1.13 - 1.92)

	Fractional Coefficients:
	
	
	

	        A           
	0.96
	1.00
	(0.99 - 1.0)

	        B           
	0.035
	0.003
	(0.001 - 0.009)

	        C           
	0.0034
	0.0012
	(0.0002 - 0.0048)

	Exponents: (min-1)
	
	
	

	
	0.85
	0.14
	(0.08 - 0.22) 

	
	0.058
	0.002
	(0.001 - 0.004)

	
	0.0019
	0.0002
	(0.0001 - 0.0003)

	Half-lives: (min)
	
	
	

	t ½ 
	0.8
	4.8
	(3.2 - 9.2)

	t ½ 
	12
	335
	(168 - 656)

	t ½ 
	363
	2850
	(2,171 - 7,849)

	Rate Constants: (min-1)
	
	
	

	        k10
	0.284
	0.075
	(0.031 - 0.132)

	        k12
	0.258
	0.026
	(0.014 - 0.060)

	        k13
	0.274
	0.042
	(0.021 - 0.088)

	        k21
	0.0866
	0.0025
	(0.0012 - 0.0059)

	        k31
	0.00380
	0.00038
	(0.00011 - 0.00078)

	 
	 
	 
	 

	*For average male subject, 61 years old, 81 kg, and 176 cm.
	

	†Written communication, JB Dyck, MD, Department of Anesthesia, Stanford University,

	 Stanford, CA, USA, 1991.
	
	
	

	‡For (n = 19) subjects in the learning group.
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