Appendix A
Standard estimating equation theory tells us that we can approximate the bias in [image: image1.wmf]ˆ
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where [image: image3.wmf]()
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is the conditional logistic regression estimating equation for subject i, and the expectations are taken with respect to the event time,[image: image4.wmf]i

t

.  At this point, we drop the i subscript, and assume that we have a shared exposure series.  It can be shown that 
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                            (A2)
where 
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 is the exposure on day t and 
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is the referent window for day t.22,41  Also, 
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                (A3)
Notice that both (A2) and (A3) are sums over all days in the exposure series.  The summands are functions of the exposures within the referent windows surrounding each day.  They are independent of the outcome, and depend only on the exposures.

We calculate the overlap bias for a single binary exposure series of length T, with K “positive” exposure days, under symmetric bidirectional design (lag 1 day).  The form of the bias depends on the number of each of the possible exposure arrangements within a referent window.  Since the referent window includes the index day and the previous and subsequent days, there are 
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possible exposure arrangements within the window.  Yet index days on the first or last day of the series have only one referent.  Hence there are 
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possible values for the 2 exposures within these referent windows.  Some of the exposure arrangements contribute the same amount to the bias, and hence are equivalent in terms of our calculations.  Exposure arrangements with no variation in exposure contribute nothing to the bias.  The unique arrangements of exposures that concern us are: 010, 001 (equivalent to 100), 011 (equivalent to 110), 101, 01 at the beginning of the series (equivalent to 10 at the end of the series), and 10 at the beginning of the series (equivalent to 01 at the end of the series).  The numbers of each of these arrangements are represented by the parameters
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, respectively.  The arrangements 000 and 111 do not contribute to the summations in (A2) and (A3).   Using this notation and some simple algebra, we find that (A2) and (A3) reduce to equations (1) and (2) shown in the text.

In contrast, with time-stratified referent selection, and strata of length two and three, X becomes 
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which simplifies to zero.  

Appendix B

We use the inverse of expression (A3) as the variance of
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b

 for a given exposure series.   Note that this expectation is taken over all event times (not conditional on the referent windows).  Hence, it is not the same as the conditional logistic regression variance of
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, which is conditional on the observed referent windows, and thus depends on the observed outcome.  We use the inverse of (A3) because it does not depend on the outcome, and thus ensures that our efficiency results are more generalizable.  
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