METHODS
Data
The HC-HIV study is a longitudinal cohort study. A detailed description of HC-HIV study participants and methods, as well as the results of the primary HIV acquisition analyses has been published previously1.  Briefly, between 1999 and 2004, the study enrolled and followed 4,435 women seeking reproductive and general health care services from three sites in Kampala, Uganda, and four sites in Harare and Chitungwiza, Zimbabwe. 
Additional participants from Thailand were excluded from the previous analyses due to very low HIV incidence. A smaller group of ‘high-risk referral’ women were also recruited in Uganda (398 women) where there was a low initial HIV incidence. These women were recruited from sexually transmitted infections (STIs) or primary healthcare clinics (women with STI symptoms), sex worker networks, or military bases and met all eligibility criteria. Participants were aged 18-35 years, not pregnant, HIV-1-uninfected, sexually active, and using COC (low-dose, monophasic pills containing 30(g ethinylestradiol and 150(g levonorgestrel), 150mg DMPA administered every 12 weeks, or no hormonal contraceptives (condoms, withdrawal, traditional methods, or no method) for at least 3 months. Each site attempted to enroll equal numbers of women into the three contraceptive groups.  Enrolled women were followed quarterly for 15-24 months. 
At enrollment, women provided data including sociodemographic characteristics (age, years of education, marital status), history of sexual behaviors, STIs, reproductive health, and STIs/HIV/pregnancy results. Follow-up procedures were similar to those at enrolment. The time of HIV-1 acquisition was defined by HIV DNA PCR. Participants’ HC exposure data were collected using calendar time tables completed during each follow-up visit. Due to HC switching, mixed contraceptive exposure occurred within some visit segments.  To better characterize HC use, contraceptive exposure was further divided into monthly segments. 
Time-varying confounder identification
We considered many potential time-varying confounders for inclusion in analyses. We further used Cox proportional hazard regressions and logistic regressions accounting for repeated observations to evaluate bivariable associations between potential time-varying confounders and both HIV acquisition and HC exposure. If a potential time-varying confounder was associated with HIV acquisition and predicted subsequent HC exposure, and was also predicted by past HC exposure (at the P <0.05 level), it was considered a time-varying confounder of the HC exposure effect on HIV acquisition and was included in analysis.  The approach was chosen to avoid introducing finite-sample bias by including too many potential time-varying confounders2.

Marginal structural modeling
Let T be a participant’s time of HIV seroconversion, with time measured in months since enrollment. Let the random variable 
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for COC exposure.  Let V be a random vector of time-independent baseline covariates measured at enrollment, and L(t) be a vector of covariates including baseline covariates, some of which may be time-varying (e.g., condom use) collected at follow-up visits as described in the previous section, with 
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 representing the covariate history through month t. In a standard Cox proportional hazard model with time-varying covariates, the conditional hazard of HIV acquisition at time t is a function of recent HC exposure, 
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where (1 and (2 are unknown parameters for HC exposure, 
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 is the vector of unknown parameters for other covariates and
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(t) is an unspecified baseline hazard. As discussed by Hernan et al3, (1 and (2 may not represent the underlying effect of interest in the time-dependent Cox proportional hazard model in the presence of time-varying confounders affected by previous HC exposure. To eliminate or reduce this bias from an analysis of observed exposure, Robins et al3-4 proposed to use MSM to handle these covariates. 

There are two stages of the MSM approach; the first stage is to use inverse probability treatment weighting (IPTW) to weight each subject’s contribution to the risk set at month t by the “stabilized” time-dependent weight 
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where X(k) = 0 if non-HC use ; 1 if COC use (i.e., XC(k) = 1); and 2 if DMPA use (i.e., XD(k) = 1). The terms 
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 in the numerator and denominator represent the conditional probability of HC exposure use at time k given past HC exposure history,
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, and baseline covariates V, without and with conditioning on the time-varying covariates, respectively. Since the weights themselves are unknown, one must estimate them from the observed data by fitting a separate multi-logistic regression model to obtain the conditional probability for each numerator and denominator, respectively. For example, the multi-logistic regression model for the numerator can be specified as
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 are respectively the intercept and coefficients of HC exposure history at month q and baseline characteristics for COC (J =1) and DMPA (J =2).
Therefore, the conditional probability
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can be estimated as 
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Similarly, the multi-logistic regression model for each denominator is
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are the intercept and coefficients for the HC exposure history and the history of time-varying confounders at month q for COC (J =1) and DMPA (J =2). The conditional probabilities of the denominator, 
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. We can account for censoring or dropout with a similar procedure. However, because the retention rate of this study was very high (92%), we do not adjust for dropout in this analysis. 
The second stage of the MSM approach is to evaluate the effect of HC exposure on HIV acquisition by incorporating the estimated SWi(t) and using the weighted Cox proportional hazard regression with time-varying HC exposure and baseline variables V. That is, 
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where the contributions to the partial likelihood are weighted by SW(t). One may then use weighted pooled logistic regression to approximate the Cox model3.   Alternatively, because the measure of HC exposure was evaluated in monthly intervals, one can use a counting process data approach popular in statistical software such as PHREG in SAS or SVYCOXPH in R to handle the time-varying weighted Cox proportional hazard model.  We used a weighted Cox proportional hazard model with robust sandwich approach to estimate the effect of HC exposure on HIV acquisition and its 95% confidence intervals5.   
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