Appendix. Proofs.
Residual association in situation 3

If M"=M +y,+y,X+U where U is normally distributed with mean 0 andamce
o’ , the observed regression coefficient for X isragjmately

B, =B, By, +B,(L—A)a, /A, where) is the reliability ratio(5).

Proof. First ignore the random error term U andevi = Yo+ M +y:X . When we
consider the model Iogit(Pr(Y=ﬂI , X, C)) = [~30 + Elx + Ezl\~/l + Eé C , itimmediately
follows thatp, =B,, B¢ =B, B, =B, ~B.Y, andB, =B, —B.y,, with fo, B1 , P2 and
Bc the coefficients from the true logistic model (Ihe measured intermediate then is
M*= M +U, with U normally distributed with mean 0, anctieace 0>. Using the

formulas of Carrol et &I° >*for bias in the regression coefficients for random

measurement error, yields that the regression icgaits for exposure and intermediate
in the model logit(Pr(Y=1] M X, C)) =B, +B.X +B,M" +B.C , are equal t@, = AB,
and

B, =B~ B, +B,A-NE[M* | X =1C]-E[M*| X =0,C]).

Using thaE[M*| X =1, C]-E[M*| X =0,C] = a, +V,, yields the required result.

Residual association in situation 5

Suppose there is an interacting trigger T, whi¢aracts with X such thafl= ¢, + M* +

¢, TX, with M* the measured intermediate. It can be shthvat in case of a rare disease
Pr(Y=1| M, X, C) = exp@, +B,X +B,(c, +M") + BE:C)J. exp(,c, tX)3dHt),

with F(t) the distribution function of T.



Proof: Because logit (Pr (Y=1| M, X, C)) Bo + B1X + B.M+B.C , it follows that logit
(Pr(Y=1| M, X, T, C)) =Bo+ BuX + B2 (Co+ M* + ¢ TX) +BLC .

Note that we do not observe T. If we perform astigiregression analysis with Mnd
X as covariates, we model Pr (Y=1| M*, X, C). Thiebability is equal to

Pr(Y =1|M*, X,C)= jPr(Y =1|M*, X,C,T = t)dF(t|M*, X,C) ,

with F(t| M", X,C) the distribution function of T given M*, Xna C. If the trigger is not
affected by the confounders, then, because T isnditionally independent of Mand X,
F(t] M", X, C) = F(t). When the disease prevalence is fm¥ds ratios and relative risks

are nearly equivalent and logistic models can p@apmate by relative risk models.
Then

Pr(Y=1| M, X, C, T)= expo + B1X + B2 (co + M* + ¢; TX) + BLC).
It then follows that:

Pr(Y=1| M, X, C) =exp@, +B,X +B,(C, +M") + BLO)[ exp@,c, tX)dN(1)

The integral in this expression can be simplifieddeveral different distributions for T.
For example if the trigger is binary with5Pr(T=1), then

Iexp@zcltX)dF(t) =exp.c, X)p; + (1—p;). In this case,
exp@;) =Pr (Y=1| M, X=1, C)/(Pr (Y=1] M, X=0,C)
= exp@l)[exp@zcl)pT +@- pT)] , Which leads to the result in (9).

In case of additional random measurement errounasshat M*=M + U , with

U~ N(0,62) andM= ¢, + M + ¢, TX. BecauseE[M | X,C]=a,+a,X +a}C, it
follows thatE[M | X,C] = a, +0o,X +a,C-c, —p;C,X. When using M* instead of
Min a logistic model, the formulas of Carrol et &P for bias in the regression
coefficients for classical measurement error, yiett B, = El +B,L-A)(0, —p;C,) /A
and B, = AB,. Combining this with (9) gives

B; =B, +loglexp@;c, /A)p; + (L-py)|+ By L= A)(@, —prc,) /A



Residual association in situation 6

If there is a post-hoc phenomenon, such Mat=M +y, +y,Y + U, where

U ~ N(0,02), then approximately:
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Proof: First ignore the random error term U andew!*= yo + M +y,Y . Bayes’

theorem gives that

fxcn (X;m*, CIY =1) PrlY =1]

oddgPr(Y =1] X,M* =m*, C)) = ,
$pr(Y =1 ) fy o (X;m*, ClY =0) Pr[Y =0]

where f indicates the density function.
Note thatf, . ,.(X,m*,C|Y = D=f, . ,(X,m*-y,-y,,C|Y =1 and

fy o (Xsm*, ClY =0)=f, . (X,m*-y,,C| Y = 0). Applying again Bayes’ theorem

yields:

Pr(Y =1| X,M =m* -y, —-v,;,C) fM|x,c(m* Yo — V. | X,O)f (X,C)
Pr(Y =0| X,M =m* -y,,C) fux c(M* =Y, | X,C)f (X,C)

oddgPr(Y =1| X,M* =m*, C)) =

Because M|X,C is normally distributed with consteartiance, it is straightforward to
show that

fM|X,C(m* Yo~ Y1 | X,C)
fMIX,C(m* Yo | X,C)

1
= ex{o_z [_ O.5yf ~YoY1 ~ Va0, ~ Y0, X —y 0 t2C + Vlm*]j
M

Using that, in case of a rare disease, Pr(Y=0|X,)M,Cand that in case of a rare disease

Pr(Y=1|X, M,C) can be approximate by a relative nsbdel, yields



oddgPr(Y =1| X =L, M* =m*,C)) =

057 +Y,oY, +V,a a a:
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This givespB, =B, -

In case of random measurement error, With=M +y, +v,Y + U, assume first that

M =M+U. If M is used instead of M in the logistic model, thenfatas of Carrol et

P52 for bias in the regression coefficients for clealsmeasurement error,

yieldB, =B, +B,(1-A)a, and B, =AB,. Since M* =y, +M +y1Y, we have

B =B, - yﬁzl and@, = B, +y—;. This leads to the final results:
o o

B, =AB,+ -

M

and B; = [31 _ylallo-f] +|32 (1—)\)01:[31—\/1(11/0'% "{B*z _OY_;J(]-_)\)GI/)\'
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