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Appendix 1
Stochastic Approximation of the Expectation Maximisation (SAEM)
Here we summarize the technical details of the SAEM algorithm (fully described in [11]), which are important for our proposed extension to automatic selection of genetic variants/SNPs.

We denote p (y, ϕ; θ) the likelihood of the complete data (y and ϕ), so that:
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Because the ϕ are not observed, we need to use an Expectation Maximisation (EM) algorithm to compute the maximum likelihood estimator of the unknown vector θ. However the model func- tion f is nonlinear in its parameters and therefore the calculation of the conditional expectation of

the complete log-likelihood [image: image10.emf] in the E-step of iteration k cannot
be performed in closed-form.

he SAEM algorithm proposed by [11] consists in replacing the usual E-step of EM by a stochas- tic procedure. At iteration k of SAEM,

· a vector ϕ(k) is drawn using m = 1, ..., m1 + m2 + m3 successive iterations of a Metropolis Hasting algorithm with

· m1 = 2 iterations using a Gaussian N (Ciµk , Ωk )
· m2 = 2 iterations using multi-dimensional Gaussian random walks [image: image2.emf]
· m3  = 2 iterations using Nd (number of parameters with random eﬀects) uni-dimensional Gaussian random walks where each component of ϕ is successively updated

· Qk (θ) is updated according to [image: image3.emf] where γk  comes from a decreasing sequence of integers.

· θk is updated according to θk+1 = Argmaxθ Qk (θ)


Here, the complete log-likelihood can be written
Where [image: image4.emf] is the total number of observations and Nd is the number of structural model parameters. The complete model belongs to the exponential family, so the approximation step reduces to only updating the sufficient statistics of the complete model:
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The updated vector of ﬁxed eﬀect µk+1, that also contains the covariate eﬀect sizes, is obtained in the maximization step as follows:
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Ω is diagonal in the present work, so that reduces to:
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Considering the PK parameter d independently we have then:
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Where Cdi is the block of SNPs under study for PK model parameter d.

