Supplemental Material
Statistical Models Evaluation and Refinements Details Text

In our models, discrete variables including race, insurance payor, admission source, hospital, admission year, and MS-DRG were coded as categorical variables; gender was coded as a binary variable. For each coded variable, we used the value with the largest percentage as default so it would not be included in the variable selection(defaults = female, white, Medicare, non-healthcare facility admission source, hospitals 23 & 24, admission year 2009, and MS-DRGs with less than 25 patients grouped as one).. Model evaluation and refinements were also conducted.  We used backward elimination methods to select significant independent variables in the model with a p-value of 0.05 or less as criteria.  All tests and 95% confidence intervals (CI) were two-sided.  P-values less than 0.05 were considered statistically significant. For regression analysis, we reported our results in terms of estimated parameters, associated p-values, and adjusted R2 values from each model.  For the logistic model, we reported our results in terms of estimated odds ratios, associated p-values, and c-statistics from each model. 

Multi-colinearity was evaluated for each regression model using tolerance and variance inflation factor (VIF), which indicates the degree of multi-colinearity of each independent variable with the other independent variables in the model.  The tolerance was defined as 1 minus the squared multiple correlation of one independent variable with all other independent variables in the regression equation.  The tolerance value should be between 0 and 1, and the lower number (typically 0.1 or less) indicates high multi-colinearity.  The tolerance values of all independent variables are above 0.99.  VIF is the reciprocal of tolerance. 

The outlier evaluation and elimination were performed for all final models as the outcome variables of interest were right skewed and potential extreme independent variable values exist.  Since our objective was to estimate harm effect as accurately as possible, we focused on the DFBETA1 of harm and temporary harm variables in each model and eliminated outliers based on this particular measure. The DFBETA for harm variable, for example, measures changes in the estimate of harm when an observation is excluded from the estimation.  A very large DFBETA value for a patient observation would indicate that the patient record has a large influence on the estimate of harm effect.  We reviewed the distribution of DFBETA for each harm variable and removed those (limited) observations with very large DFBETA values.  The model is then estimated without those large DFBETA value outliers.  As a result, the final estimates of harm effect on outcomes are not sensitive to some specific patient records.   
We also validated our models against other models.2-7 To test the robustness of the model results and address potential hospital cluster effects, we used a hierarchical linear model (HLM) for total cost, variable cost, contribution margin, and LOS, and hierarchical generalized linear model (HGLM) for 30-day readmission and mortality. The results of HLM and HGLM were very similar to linear regression and logistic model results and significant hospital cluster effects were not found. We also tested a variety of severity adjustment approaches in addition to our DRG weighting approach and found no significant change in the model outcomes with different severity adjusters.
Detailed MS-DRG Level Analysis Description Text

To calculate the excess utilization per MS-DRG, we took the difference of averages between harm, temporary harm, and no harm, multiplied the difference by the number of harm and temporary harm cases in that MS-DRG, and then extrapolated to the total population using its specific MS-DRG multiplier. However, to make this approach more robust, the issue of small sample size needs to be addressed. Seventy-percent of the MS-DRGs in the study data have no more than 5 harm or temporary harm cases per MS-DRG and their averages can be volatile and may not reflect the true averages if their sample sizes were to be larger. To address this issue, we ran a sensitivity test in 50 different scenarios by using the minimum number of harm and temporary harm cases from 1 to 50 with an increment of 1 case. For example, in scenario A, we identified qualified MS-DRGs as those with cases ≥A and non-qualified MS-DRGs as those with cases <A. For qualified MS-DRGs, we used the difference of averages between harm and no harm, multiplied the difference by the number of harm cases in that MS-DRG and extrapolated to the total population using its specific MS-DRG multiplier. For non-qualified MS-DRGs, we grouped their utilization into a “DRGX” (DRGX has one multiplier which is the ratio of total population to study population for all MS-DRGs grouped into DRGX) and used the above method for qualified MS-DRGs to calculate DRGX’s excess utilization. The sum of all qualified MS-DRGs and DRGX in each of the 50 scenarios became the final results. Based on all 50 final results, we found MS-DRGs with cases between 10 and 35 yield stable results (Appendix Exhibit A3). We chose the average of scenarios 10-35 as a proxy to calculate the overall excess utilization rather than a single number estimation to further avoid volatility.
Detailed Model Results Text
Appendix Exhibit A4 and Appendix Exhibit A5 provide portions of regression and logistic model results for harm analysis. Most individual MS-DRG effects were not shown here due to space limit. The detailed model results provide insights on how other factors associated with financial and clinical outcomes.  In addition to the harm effect discussed earlier, DRG Relative Weight had significant effects on total cost, variable cost, contribution margin, LOS, readmission, and mortality.  Relative to Medicare patients, Managed Care patients had $391 less in total cost, $125 less in variable cost, and $3,644 more in contribution margin per patient. Relative to Medicare patients, Medicaid patients was $375 higher in total cost, no significant difference in variable cost, but $1,131 less in contribution margin. Self-pay patients had $4,163 less in contribution margin than Medicare patients, but no significant differences in terms of effect on total and variable cost.   Managed Care patients had higher 30-day readmission and mortality rates than other payors.  Comparing patients from "Non-Health care Facility Point of Origin", patients from “Clinic or Physician’s Office” was $435 higher in contribution margin per patient, but patients from “Emergency Room” was $442 less and “Physician Referral” patients was $370 less in contribution margin.  The significant estimates of facility dummy variables provide information on how each facility effect on financial and clinical outcomes relative to the default facilities (Facility 23 and 24).  Although not all patient risk factors are controlled, these facility effects can provide a better cross-facility comparison than simple averages by facility.  These models can potentially be used to evaluate financial and clinical outcome drivers as more data elements can be linked at the patient level. With admission year 2009 held as default for comparison, the yearly effect of total and variable cost increased annually from 2009 to 2012, and the overall contribution margin declined from 2009 to 2012. However, there was no such year effect in 30-day readmission and mortality model. 

Appendix Exhibit A1. Inter-rater Reliability Assessment Agreement Table

	Measurement Category
	No. Records Reviewed
	No. Records Matched
	Percent (95% CI)

	Each Reviewer vs Standard
	
	
	

	  RN1
	50
	38
	76 (62, 87)

	  RN2
	50
	46
	92 (81, 98)

	  RN3
	50
	44
	88 (76, 95)

	Between Reviewers
	
	
	

	  RN1, RN2, RN3
	50
	39
	78 (61, 88)

	All Reviewers vs Standard
	
	
	

	  RN1, RN2, RN3
	
	
	74 (60, 85)


Source: These results are based on the centralized review process

Appendix Exhibit A2. Inter-rater Reliability Fleiss’ Kappa Statistics Table

	Measurement Category
	Response
	Kappa
	P-Value

	Each Reviewer vs Standard
	
	
	

	  RN1
	AEb found or not
	0.67
	<0.01

	  RN1
	1 AE found
	0.38
	<0.01

	  RN1
	≥2 AEs found
	-0.05
	0.65

	  RN1
	Overall
	0.47
	<0.01

	  RN2
	AE found or not
	0.96
	<0.01

	  RN2
	1 AE found
	0.80
	<0.01

	  RN2
	≥2 AEs found
	0.63
	<0.01

	  RN2
	Overall
	0.85
	<0.01

	  RN3
	AE found or not
	0.87
	<0.01

	  RN3
	1 AE found
	0.70
	<0.01

	  RN3
	≥2 AEs found
	0.54
	<0.01

	  RN3
	Overall
	0.76
	<0.01

	Between Reviewers
	 
	
	

	  RN1, RN2, RN3
	AE found or not
	0.75
	<0.01

	  RN1, RN2, RN3
	1 AE found
	0.63
	<0.01

	  RN1, RN2, RN3
	≥2 AEs found
	0.31
	<0.01

	  RN1, RN2, RN3
	Overall
	0.66
	<0.01

	All Reviewers vs. Standard
	 
	
	

	  RN1, RN2, RN3
	AE found or not
	0.83
	<0.01

	  RN1, RN2, RN3
	1 AE found
	0.63
	<0.01

	  RN1, RN2, RN3
	≥2 AEs found
	0.37
	<0.01

	  RN1, RN2, RN3
	Overall
	0.69
	<0.01


Notes: a According to Landis RJ, Koch GG. An application of hierarchical kappa-type statistics in the assessment of majority agreement among multiple observers. Biometrics. 1977;33:363Y374., the strength of agreement is “Poor” when kappa statistic is <0.00, “Slight” for 0.00-0.20, “Fair” for 0.21-0.40, “Moderate” for 0.41-0.60, “Substantial” for 0.61-0.80, and “Almost perfect” for 0.81-1.00.
b AE for Adverse Event.

c This results are based on the centralized review process
Appendix Exhibit A3. MS-DRG Level Sensitivity Analysis Graphs
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Appendix Exhibit A4. Regression Model Parameter Estimate Results for Harm Patients Table
	Independent Variable
	Total Cost, $
	
	Variable Cost, $
	
	Contribution Margin, $
	
	Length of Stay, day
	

	
	Parameter Estimate
	P-value
	OR
	P-value
	OR
	P-value
	OR
	P-value

	Harm
	4,617
	<.001
	1,774
	<.001
	-1,112
	<.001
	2.6
	<.001

	DRG Weight
	5,142
	<.001
	2,907
	<.001
	2,097
	<.001
	1.4
	<.001

	Age
	
	
	
	
	14
	<.001
	0.0
	<.001

	Race_Black
	
	
	
	
	
	
	0.4
	<.001

	Payor 2
	-391
	<.001
	-125
	0.01
	3,644
	<.001
	-0.4
	<.001

	Payor 3
	375
	0.007
	
	
	-1,131
	<.001
	
	

	Payor 4
	
	
	
	
	-4,164
	<.001
	
	

	Admit source_1
	-461
	0.005
	
	
	435
	0.01
	-0.4
	<.001

	Admit source_2
	
	
	
	
	-442
	0.01
	0.3
	<.001

	Admit source_4
	
	
	
	
	-370
	0.03
	
	

	Hospital_1
	1,228
	<.001
	594
	<.001
	
	
	
	

	Hospital_2
	2,290
	<.001
	314
	0.005
	
	
	
	

	Hospital_3
	2,677
	<.001
	1,802
	<.001
	-3,119
	<.001
	
	

	Hospital_4
	1,879
	<.001
	852
	<.001
	-778
	0.001
	0.4
	<.001

	Hospital_5
	1,191
	<.001
	293
	0.007
	724
	0.002
	
	

	Hospital_6
	2,166
	<.001
	411
	<.001
	
	
	0.5
	<.001

	Hospital_7
	
	
	
	
	2,135
	<.001
	0.4
	0.002

	Hospital_8
	
	
	825
	<.001
	629
	0.006
	0.3
	0.008

	Hospital_9
	-603
	0.004
	
	
	3,254
	<.001
	
	

	Hospital_10
	
	
	-381
	<.001
	1,269
	<.001
	
	

	Hospital_11
	
	
	-511
	<.001
	1,576
	<.001
	
	

	Hospital_12
	
	
	484
	<.001
	1,961
	<.001
	
	

	Hospital_13
	622
	0.003
	528
	<.001
	1,151
	<.001
	0.3
	0.005

	Hospital_14
	-1,032
	<.001
	-820
	<.001
	2,340
	<.001
	
	

	Hospital_15
	
	
	562
	<.001
	2,122
	<.001
	
	

	Hospital_16
	
	
	390
	<.001
	3,064
	<.001
	0.5
	<.001

	Hospital_17
	640
	0.003
	987
	<.001
	
	
	0.6
	<.001

	Hospital_18
	-613
	0.004
	-678
	<.001
	1,366
	<.001
	-0.4
	<.001

	Hospital_19
	
	
	-482
	<.001
	1,863
	<.001
	0.4
	0.002

	Hospital_20
	
	
	438
	<.001
	
	
	
	

	Hospital_21
	-1,108
	<.001
	 
	 
	1,448
	<.001
	-0.4
	0.002

	Hospital_22
	497
	0.02
	 
	 
	1,305
	<.001
	 
	 

	Year2010
	462
	<.001
	218
	<.001
	-359
	0.008
	0.6
	<.001

	Year2011
	698
	<.001
	295
	<.001
	-385
	0.04
	0.8
	<.001

	Year2012
	765
	<.001
	333
	<.001
	-623
	<.001
	0.7
	<.001

	DRG_1
	1,316
	<.001
	638
	<.001
	-433
	0.04
	 
	 

	DRG_2
	 
	 
	 
	 
	 
	 
	 
	 

	DRG_3
	-1,001
	<.001
	-1,082
	<.001
	 
	 
	0.8
	<.001

	DRG_4
	1,560
	<.001
	425
	0.004
	-1,019
	0.002
	 
	 

	DRG_5
	2,351
	<.001
	3,028
	<.001
	-957
	0.002
	-1.4
	<.001

	Adj R-Square
	0.54
	
	0.58
	
	0.25
	
	0.36
	


a Partial Independent Variables shown
Appendix Exhibit A5. Logistic Model Parameter Estimate Results for Harm Patients Table
	Independent Variable
	Mortality
	
	30-day b
	
	60-day b
	
	90-day b
	
	180-day b
	
	365-day b
	

	
	ORc
	P-value
	OR
	P-value
	OR
	P-value
	OR
	P-value
	OR
	P-value
	OR
	P-value

	Harm
	1.42
	0.04
	2.88
	<.001
	1.03
	<.001
	1.97
	<.001
	1.64
	<.001
	1.52
	<.001

	DRG Weight
	1.36
	<.001
	0.89
	<.001
	1.18
	<.001
	0.91
	<.001
	0.94
	<.001
	0.95
	0.003

	LOS
	
	
	1.02
	<.001
	0.91
	<.001
	1.03
	<.001
	1.03
	<.001
	1.04
	<.001

	Age
	1.04
	<.001
	
	
	
	
	
	
	1.00
	0.005
	1.00
	<.001

	Payor_2
	1.55
	0.04
	0.61
	<.001
	0.58
	<.001
	0.58
	<.001
	0.59
	<.001
	0.59
	<.001

	Payor_4
	
	
	0.57
	<.001
	0.49
	<.001
	0.59
	<.001
	0.59
	<.001
	0.58
	<.001

	Hospital_6
	
	
	0.56
	<.001
	1.22
	<.001
	0.53
	<.001
	0.52
	<.001
	0.47
	<.001

	Hospital_7
	0.25
	0.05
	
	
	
	
	
	
	
	
	0.83
	0.03

	Hospital_12
	0.35
	0.05
	
	
	
	
	
	
	
	
	
	

	Hospital_17
	
	
	0.68
	0.005
	1.28
	0.009
	0.76
	0.009
	0.82
	0.03
	0.77
	0.002

	Hospital_18
	
	
	1.30
	0.01
	1.59
	0.007
	1.43
	<.001
	1.54
	<.001
	1.53
	<.001

	Hospital_19
	
	
	1.50
	<.001
	0.76
	<.001
	1.67
	<.001
	1.78
	<.001
	1.66
	<.001

	Hospital_22
	1.98
	0.04
	
	
	
	
	
	
	
	
	
	

	DRG_1
	
	
	0.16
	<.001
	1.42
	<.001
	0.15
	<.001
	0.17
	<.001
	0.23
	<.001

	DRG_3
	17.19
	<.001
	1.45
	0.004
	0.19
	0.002
	1.30
	0.02
	
	
	
	

	DRG_4
	
	
	0.13
	<.001
	0.65
	<.001
	0.17
	<.001
	0.17
	<.001
	0.21
	<.001

	C-statistics
	0.893
	
	.0709
	
	0.703
	
	0.700
	
	0.698
	
	0.705
	


a Partial Independent Variables shown

b Days for readmissions

c Odds Ratio
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