Appendix
Screening for HIRs
To gauge the discriminatory power of different (non-overlapping) sequence regions, we used three methods that relied on parametric and non-parametric approaches. First we selected the window size ws (number of nucleotide bases per window). Then we created a storage matrix M with rows equal to the number of person/time points (i.e., 228 in our first dataset) and number of columns equal to the number of regions in the partitioned gene (e.g., r=length of gene/ws).  Then for each person/time sample, we filled up each of the rows of M with the sequence-level-entropy of each of r regions.

1. Screening for HIRs via Method I
In Method I, for each sequence window, we compared the Segmented Shannon Entropy at different infection stages within each individual. We first defined the time break tb at which recency was defined (e.g., 180 days or 365 days). Then we created another matrix SM to storage the “scores” of each individual in the dataset with number of rows equal to r (as defined before) and columns the number of individuals (i.e., 42 in our first dataset). For each individual we computed the sequence-level-entropy of each of the r regions for all the sequences that were collected before time tb, namely Ebefore, and the same for all the sequences that were collected after time tb, namely Eafter. Then we subtracted the two vectors  Eafter-Ebefore rendering a vector [image: ][image: ]E of length r. For each region [image: ][image: ], this vector was then transformed into a “scores vector" sv of length r as followed: a score of 1 if [image: ][image: ]  (that is, larger entropy in the chronic stage), 0 if [image: ][image: ], or  -1 if [image: ][image: ]. The resulting vector sv for each individual conformed the SM matrix of scores.  To finally obtain the scores for each of the r regions, we summed the scores over all individuals and ranked the regions in decreasing order. Sequence windows of higher overall scores were ranked higher. Figure S1 shows the HIRs resulting from Method I for different window sizes. 

2. Screening for HIRs via Method II

ForMethod II we used the concept of information gain28, a well-known variable segmentation procedure_ENREF_28. 

Here we proposed another way to determine HIR. In essence, an HIR is a segment of the gene whose time evolution is a relatively good predictor of time since infection, thus helping distinguish recent from chronic cases. For that we used a method that evaluates how well each region (segment) of the gene splits the sample of infected people into recent and chronic. A very common criterion to do so is information gain28, which is based on entropy. Note that we already have a previous definition of entropy as a measure of diversity between (regions of) sequences within a host, which should not be confused with this other use of the term. In fact, we refer to this new version of entropy as Entropy, whereas the previous version simply as entropy.

In the framework of information gain we want to measure how informative a given gene region is, that is, how predictive of recency status that region is. To do that, let us focus on a given region k of the gene which can attain 228 entropy values (between 0 and 1) for each person-time point in the data set. We can partition these 228 values of region k into [image: ][image: ] different sets. For example, if [image: ][image: ], then the three sets would be:[image: ][image: ]: entropy values between 0 and 0.33; [image: ][image: ]: entropy values between 0.34 and 0.67; [image: ][image: ]: entropy values between 0.68 and 1.
Let the Entropy of region k be defined as
[image: ][image: ] = -[image: ][image: ]/ [image: ][image: ]) - (1-[image: ][image: ])/[image: ][image: ]) ,
where [image: ][image: ] is the fraction of recent cases and [image: ][image: ] the fraction of chronic cases. Also, let the Entropy of set s within region k be defined as
[image: ][image: ] = -[image: ][image: ]/ [image: ][image: ]) - (1-[image: ][image: ])/[image: ][image: ]) ,
where [image: ][image: ] is the fraction of cases that are recent in set s and [image: ][image: ] is the fraction of chronic cases in set s. The information gain of region k partitioned into [image: ][image: ] non-overlapping sets is then defined as
[image: ][image: ] ,
where [image: ][image: ] is the fraction of cases in set s. That is, the Entropy of each set is weighted by the proportion of cases belonging each set. Once we compute [image: ][image: ] for each of the regions, we can rank the regions based on information gain, with the most informative ones having larger IG. Figure S3 show the HIRs resulting from Method II for different window sizes. Note that the HIR profile across regions was roughly conserved for different window sizes. 

3. Screening for HIRs via Method III
In Method III, for each sequence region [image: ][image: ], we regressed the sequence-level-entropy of all  person-time points versus the time-since-infection in which the samples were collected. Since the dataset contained a large number of repeated measurements on the same individuals, we used linear mixed models with random effects on the intercept and fixed slope. For each region, the p-values and the corresponding t-statistics corresponding to the slopes were stored.   Then each region was ranked based on these p-values; regions with lower p-values were ranked higher. Figure S1 shows the HIRs resulting from Method III for different window sizes. Note that the HIR profile across regions was roughly conserved for different window sizes. 

Population-level Estimation of Recent Infections: Application

An example of the usefulness of a population-level estimation of recent infections is in estimating HIV incidence based on cross-sectional surveys. This type of survey does not require longitudinal follow-up of populations but needs a biomarker that differentiates recent versus chronic infection cases. The number of recent cases can thus be used to compute HIV incidence using the following formula:
[image: ]
where I is the incidence estimate and w is a window period during which the recency was defined. 



Supplemental Figure Legends
Figure S1 HIRs resulting from Method I on the gag gene, for different window sizes. The blue bars are those with the highest scores, i.e., the most informative regions, identified through sliding window analysis based on top 50% percentiles ranking scores.



[image: Figure S2_0415_2015]
Figure S2 HIRs resulting from Method II on the gag gene, for different window sizes. The blue bars are those with the highest scores, i.e., the most informative regions, identified through sliding window analysis based on top 50% percentiles ranking scores.





[image: Figure S2_0415_2015]
Figure S3 HIRs resulting from Method III on the gag gene, for different window sizes. The blue bars are those with the highest scores, i.e., the most informative regions, identified through sliding window analysis based on top 50% percentiles ranking scores.
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Figure S4 Comparing AUC plots of the best performance of the different biomarkers with first and last observations only, including only samples when the patients were ARV naïve. The ROC curves were similar to the ones including all data, with the newly developed biomarkers HIR Skewness& HIR Method III outperforming existing ones (Q10 [14] and SE [20]). AUC: Area under the Curve; HIR: Highly Informative Regions; Q10: the Tenth Quantile (of the pairwise Hamming genetic distance); SE: Segmented Entropy.
[bookmark: _GoBack][image: C:\Users\74385\Desktop\Figure S4.tif]
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