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1. Model of sexual behaviour

The modelling of partnership formation and dissolution, and the assumptions about coital
frequencies and condom usage are the same in the network and frequency-dependent models.
However, in the network model individuals are linked to specific partners when a new
partnership is formed, based on a partner matching algorithm (which takes into account the
same assumptions about mixing between age groups and risk groups as in the frequency-
dependent model). The sections that follow describe the features of the sexual behaviour
model in more detail; unless otherwise stated, these descriptions apply to both models. The
final section, which describes the partner matching algorithm, applies only to the network
model. Most of this material (with the exception of the partner matching algorithm) has been
published previously [1], but is reproduced here for convenience.

1.1 Structure of sexual behaviour model: risk groups and relationship
types

The population is divided into two broad risk groups: a high risk group (representing
individuals with a propensity for concurrent sexual partners and commercial sex) and a low
risk group (representing individuals who do not engage in concurrent partnerships or
commercial sex). Within each of these risk groups a number of sub-groups (or states) are
defined, based on the individual’s current relationship status; movements between these states
occur as individuals form new partnerships and end previously-formed partnerships. Figure
S1 illustrates the state space that is defined for women in the high risk group. The model
distinguishes between short-term (non-cohabiting) and long-term (cohabiting or marital)
relationships; in addition the model allows for once-off sex acts between sex workers and
clients. All long-term relationships are assumed to start as non-cohabiting relationships. For
the sake of simplicity, it is assumed that individuals in the high risk group do not have more
than two partners at any point in time (although high risk men can have contact with sex
workers if they have two current partners). It is also assumed in the interests of simplicity that
individuals do not have more than one long-term partner at any point in time, as rates of
polygamy in South Africa are relatively low [2]. By definition, individuals in the low risk
group cannot have more than one partner at any point in time, and many of the states that are
defined for the high risk group (shaded in grey in Figure S1) therefore do not apply to the low
risk group. Women engaging in sex work are assumed not to form short-term or long-term
relationships during the periods in which they are active as sex workers. Only heterosexual
partnerships are considered.
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Figure S1: Multi-state model of sexual behaviour of ‘high risk’ females
LT = long-term (spousal). ST = short-term (non-spousal). ‘High’ and ‘low’ refer to the risk group of the sexual
partner. The multi-state model for low risk females is the same as that shown here, except that the shaded states
are omitted. The multi-state model for high risk men is also the same as that shown here, except that the ‘sex
worker’ state is omitted.

The rates of transition between the different states differ according to the individual’s age
(rates are specified separately for each five-year age group). Some of the transition rates also
depend on the individual’s HIV status and stage of HIV disease. Although the frequency-
dependent model does not stratify individuals according to their partner’s STI status, it does
stratify individuals according to their partner’s risk group. The variables used in classifying
the behavioural states are summarized in Table S1. Throughout section 1, ),(,,, txN s

ljig

represents the number of individuals in the population of age x (a 5-year interval), sex g, and
risk group i, in relationship type l with a partner in risk group j, and in HIV disease stage s at
time t.
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Table S1: Index variables
Symbol Definition State space
i Individual risk

group
01 = virgin with propensity for concurrency
02 = virgin with no propensity for concurrency
1 = Sexually experienced, high risk
2 = Sexually experienced, low risk
3 = Commercial sex worker (relevant to females only)

j Risk group(s)
of partner(s)

0 = no partner; 1 = 1 high risk partner; 2 = 1 low risk
partner; 11 = 2 high risk partners; 12 = primary high
risk & secondary low risk; 21 = primary low risk &
secondary high risk; 22 = 2 low risk partners*

l Relationship
type

1 = short-term (non-marital)
2 = long-term (marital)†

x Individual age
group

10, 15, 20, …, 85

y Partner age 10, 15, 20, …, 85
g Sex 1 = male; 2 = female
s HIV disease

state
0 = uninfected; 1 = acute HIV; 2 = asymptomatic HIV;
3 = WHO clinical stage 3; 4 = AIDS; 5 = on ART

t Time 0 to 40 (in years from mid-1985)
ART = antiretroviral treatment.
* Where the individual is in a marital relationship with one partner and a non-marital relationship with another,
the first index refers to the risk group of the spouse and the second refers to the risk group of the other partner.
† Where the individual has two partners, this index refers to the nature of the primary partnership (the secondary
relationship is always short-term). Where the individual has no partners, the index is omitted.

The fraction of the population in the high risk group has been set at 35% for men and 25% for
women, based on South African studies evaluating the fraction of individuals reporting
concurrent partnerships [3, 4].

1.2 Rates of short-term partnership formation

The parameter )(,,, xc s
ljig is defined as the annual rate at which a sexually-experienced

individual of sex g wishes to form new short-term partnerships if they are in risk group i,
aged x, in HIV disease state s, and in relationship type l with a partner in group j (if the
individual is currently single, j = 0 and the l subscript is omitted). A gamma probability
density function is used to represent age differences in rates of partnership formation; for the
purpose of calculating a constant rate over a five-year age interval, x is taken as the mid-point
of the age interval (e.g. 17.5 in the 15-19 year age group). The rate at which individuals wish
to form new partnerships is calculated as

     )(5.17exp5.17)( ,,,
1

,,, sxxcxc ljiggg
s

ljig
g   

where cg is the desired rate in the baseline group (single, HIV-negative individuals in the high
risk group who are aged 15-19), λg and αg are the parameters of the gamma probability
density function, Ωg,i,j,l is an adjustment factor taking into account the individual’s risk group
and current relationship status, and Φ(s) is an adjustment factor that takes into account the
individual’s HIV status. The values assumed in the model are summarized in Table S2. These
parameter values were previously estimated by fitting the frequency-dependent model to data



6

on numbers of current sexual partners, by age and sex, in a nationally-representative 2005
survey [5]. (The calibration to sexual behaviour data made allowance for misreporting of
partner numbers, as evidenced by inconsistencies in the numbers of current partners reported
by men and women.) The sexual behaviour parameters were also partially determined based
on the age and sex patterns of HIV prevalence in nationally representative household surveys
and antenatal surveys [5, 6]. Full details regarding the model fitting procedure are provided
elsewhere [1].

Table S2: Parameters determining rates of short-term partnership formation, in sexually-
experienced adults

Parameter
Assumed value

Source/explanation
Males Females

cg 7.3 14.6 [7] for women, male rate
assumed to be half of female rate

αg 3.98 4.14 Calibrated
λg 0.1486 0.2272 Calibrated
Ωg,i,j,l for i=1, if j=0 1 1 -
Ωg,i,j,l for i=1, if l=1 and j=1 or 2 0.64 0.54 Calibrated [1]
Ωg,i,j,l for i=1, if l=2 and j=1 or 2 0.41 0.17 Calibrated [1]
Ωg,i,j,l for i=1, if j=11, 12, 21 or 22 0 0 Maximum of 2 current partners
Ωg,i,j,l for i=2, if j≠0 0 0 Definition of low risk
Ωg,i,j,l for i=2, if j=0 0.19 0.60 Calibrated [1]
Ωg,i,j,l for i=3 0 0 No regular partners assumed for

sex workers
Φ(0) 1 1 -
Φ(1) 1 1 No change in behaviour

assumed during early diseaseΦ(2) 1 1
Φ(3) 0.65 0.65 [8-11]
Φ(4) 0.25 0.25 [8-11]
Φ(5) 0.80 0.80 [12, 13]

Because male and female demand for new partners may be inconsistent, it is necessary to
balance the demand for new partnerships between the sexes. In the frequency-dependent
model, this balancing is performed by setting the number of new partnerships formed to be
the average of the number of new partnerships desired by women and the number of new
partnerships desired by men (this averaging is performed separately for each possible
combination of male and female risk group; mathematical details have been presented
previously [1]). In the network model, the balancing is achieved by randomly changing the
order in which individuals choose their sexual partners, from one time step to the next, with
individuals being more or less likely to achieve their desired number of partners depending
on how close they are to the front of the ‘queue’. This ensures that the actual number of new
partnerships formed will be (on average) halfway between the number of new partnerships
desired by men and the number of new partnerships desired by women. Figure S2 shows that
the network and frequency-dependent models produce similar estimates of the average
numbers of short-term partners, although in the youngest age groups (15-24) the network
model estimates a slightly higher average number of short-term partners.



7

0.0

0.2

0.4

0.6

0.8

1.0

1.2

15-19 20-24 25-29 30-34 35-39 40-44 45-49 50-54 55-59

(a) Males

Network

Frequency-
dependent

0.0

0.2

0.4

0.6

0.8

1.0

1.2

15-19 20-24 25-29 30-34 35-39 40-44 45-49 50-54 55-59

(b) Females

Network

Frequency-
dependent

Figure S2: Average number of short-term partners at a point in time, per sexually-
experienced individual
Results are calculated after simulating demographic and behavioural changes over a 20-year period. No HIV
was introduced into either model. Results from the network model are from a single simulation.

1.3 Rates of sexual debut

Sexual debut is assumed to occur between the ages of 10 and 30. Sexual debut is assumed to
occur upon entry into a short-term relationship, and the modelling of sexual debut is therefore
similar to the modelling of the rates of short-term partnership formation. Rates of sexual
debut are specified for each five-year age group, and correspond to the desired number of
new sexual partners per period referred to in the previous section. The rates for the high risk
group are specified in Table S3. Rates for the low risk group are assumed to be 50% of those
in the high risk group, based on studies showing strong associations between early sexual
debut and high risk behaviour later in life [3, 14, 15]. The assumed rates of sexual debut have
been set in such a way that the overall fraction of youth who are sexually experienced, by age
and sex, are roughly consistent with those reported in a 2005 national survey [5], except in
the case of girls, where a degree of under-reporting is assumed to occur.

Table S3: Annual rates of sexual debut in high risk youth, by age and sex
Age group 10-14 15-19 20-24 25-29
Males 0.01 0.27 0.82 1.00
Females 0.05 0.52 0.91 1.00

1.4 Rates of marriage

The rates at which short-term partnerships become cohabiting or marital have been set in
such a way that the model matches the observed proportions of the population in
marital/cohabiting relationships, by age and sex, as reported in national censuses in 1996 and
2001, and in a 2007 national community survey (more detail on the parameters and
calibration is provided elsewhere [1]). The fraction married is assumed to be the same for the
high risk group and low risk group, which means that the rate at which short-term
relationships become marital must be higher in the low risk group in order to compensate for
the lower numbers of short-term partnerships in the low risk group. The rates at which short-
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term relationships become marital are also assumed to depend on age and sex. Figure S3
shows that the modelled fraction of individuals who are in marital/cohabiting relationships is
similar in the two models, by age and sex, although in men aged 25-39 the married fraction is
lower in the network model than in the frequency-dependent model.
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Figure S3: Fraction of individuals in marital/cohabiting relationships
Results are calculated after simulating demographic and behavioural changes over a 20-year period. No HIV
was introduced into either model. Results from the network model are from a single simulation.

1.5 Mixing between risk groups

The parameter )(,, tjig is defined as the desired proportion of new short-term partners who

are in risk group j, for an individual of sex g and in risk group i (j = 1 or 2 only) at time t.
Mathematically, it is calculated according to the following formula:
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where ij = 1 if i = j and 0 otherwise, g* is the sex opposite to g, and  is the degree of

assortative mixing. The degree of assortative mixing can be any value from 0 to 1, with lower
values of the parameter indicating greater tendency to form partnerships with individuals in
the same sexual activity class. To our knowledge, there are no South African data sources
that directly inform the choice of the  parameter. However, in a previous Bayesian analysis,
which involved fitting the frequency-dependent model to South African HIV prevalence data
and sexual behaviour data, the posterior mean of the  parameter was 0.56 [1]. This
parameter value has been used in the present analysis.
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1.6 Mixing between age groups

For both sexes, an age mixing matrix is specified, which determines the fraction of partners
in each five-year age group, for individuals in each age group. Tables S4 and S5 show the age
mixing matrices for women and men respectively. The female age mixing matrix is estimated
based on the ages of spousal partners reported by women in the 1998 Demographic and
Health Survey [16] and the age differences reported by women in non-spousal partnerships in
smaller studies [5, 17-19]. The male age mixing matrix has been calculated to be consistent
with the female age mixing matrix. In the network model, the age mixing matrices are taken
into consideration when determining the relative probabilities of selecting different
individuals as sexual partners (see section 1.11).

Table S4: Percentage of women’s partners in each age group
Age of male partner

Female
age

10-
14

15-
19

20-
24

25-
29

30-
34

35-
39

40-
44

45-
49

50-
54

55-
59

60-
64

65-
69

70-
74

75-
79

80-
84 85+

10-14 46.8 43.1 8.1 1.5 0.3 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
15-19 0.0 47.5 40.9 8.8 2.1 0.5 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20-24 0.0 0.0 48.9 35.2 11.1 3.6 0.8 0.3 0.0 0.1 0.0 0.0 0.0 0.0 0.0 0.0
25-29 0.0 0.0 1.3 43.8 35.7 12.7 4.4 1.0 0.3 0.3 0.1 0.2 0.1 0.0 0.0 0.0
30-34 0.0 0.0 0.2 3.3 37.5 38.4 13.3 4.1 1.4 0.9 0.2 0.4 0.1 0.0 0.0 0.0
35-39 0.0 0.0 0.0 0.3 3.9 37.2 36.3 14.0 4.4 1.4 0.9 1.2 0.3 0.0 0.0 0.0
40-44 0.0 0.0 0.0 0.1 1.4 5.3 35.4 35.3 15.6 3.7 1.2 1.6 0.4 0.1 0.0 0.0
45-49 0.0 0.0 0.0 0.0 0.0 1.2 9.2 35.3 31.9 14.2 3.8 3.4 0.9 0.1 0.0 0.0
50-54 0.0 0.0 0.0 0.0 0.0 0.0 1.6 14.4 32.1 29.8 15.3 5.2 1.3 0.2 0.0 0.0
55-59 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.0 15.8 33.6 29.7 13.9 4.0 0.8 0.1 0.0
60-64 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.8 15.9 36.5 30.9 11.9 2.5 0.3 0.0
65-69 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.4 16.2 41.2 31.4 8.7 1.0 0.1
70-74 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.0 17.4 47.6 29.1 4.6 0.2
75-79 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.6 20.3 56.5 21.3 1.2
80-84 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.7 26.7 57.9 14.8
85+ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.4 35.0 63.6

Table S5: Percentage of men’s partners in each age group
Age of female partner

Male
age

10-
14

15-
19

20-
24

25-
29

30-
34

35-
39

40-
44

45-
49

50-
54

55-
59

60-
64

65-
69

70-
74

75-
79

80-
84 85+

10-14 100.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
15-19 10.8 89.2 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20-24 0.8 30.7 66.5 1.8 0.2 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25-29 0.1 5.6 40.9 49.8 3.3 0.2 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
30-34 0.0 1.4 13.5 42.5 38.7 3.0 0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
35-39 0.0 0.4 4.7 16.4 43.0 31.2 3.6 0.7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
40-44 0.0 0.0 1.2 6.9 18.0 36.6 29.6 6.7 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
45-49 0.0 0.1 0.6 1.8 6.4 16.3 34.0 29.6 10.0 1.2 0.0 0.0 0.0 0.0 0.0 0.0
50-54 0.0 0.0 0.1 0.7 2.6 6.3 18.4 32.9 27.3 11.0 0.7 0.0 0.0 0.0 0.0 0.0
55-59 0.0 0.0 0.2 0.9 2.2 2.5 5.4 18.4 32.0 29.7 7.9 0.5 0.0 0.0 0.0 0.0
60-64 0.0 0.0 0.0 0.4 0.8 2.2 2.4 6.4 21.4 34.2 23.8 8.2 0.3 0.0 0.0 0.0
65-69 0.0 0.0 0.0 0.9 1.6 3.4 3.7 7.0 8.7 19.2 24.3 25.3 5.8 0.0 0.0 0.0
70-74 0.0 0.0 0.0 0.4 0.7 1.5 1.7 3.1 3.7 9.6 16.1 33.1 27.3 2.7 0.0 0.0
75-79 0.0 0.0 0.0 0.2 0.3 0.6 0.6 1.1 1.8 4.7 8.3 22.5 40.9 18.3 0.8 0.0
80-84 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1.4 3.6 5.4 13.6 32.4 34.7 8.7 0.2
85+ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 2.7 5.9 6.2 10.6 19.6 24.5 26.8 3.6

Figure S4 shows that the partner age distributions are roughly consistent in the network and
frequency-dependent models. However, there are some differences, with the network model
tending to estimate a higher fraction of women having partners in the same age group or
younger. It is important to note that the frequency-dependent model does not directly
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simulate the age distribution of sexual partners (unlike the network model); instead it
assumes that the distribution of partner ages remains constant over time (as specified in
Tables S4 and S5). The network model is expected to produce slightly different results
because it reflects the effect of demographic changes to the population age profile and
changes in the relative availability of partners at different ages.
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Figure S4: Partner age distributions
Results from the network model are calculated after simulating demographic and behavioural changes over a 20-
year period. Results from the network model are from a single simulation, in which no HIV was introduced.
Results from the frequency-dependent model are calculated from Tables S4 and S5, since the frequency-
dependent model does not directly simulate the partner age distribution.

1.7 Rates of partnership dissolution and divorce

Partnerships can be terminated through death of either partner, through divorce (in the case of
marital relationships) or through ‘break up’ (in the case of short-term relationships). In order
to calculate rates of termination, it is necessary to define the following variables:

)(, xD lg = annual rate at which partnerships of type l dissolve, among individuals aged x, of

sex g (ignoring mortality)
)|( xyf g = proportion of partners in age band y, if individual is of sex g and in age band x

),( txs
g = force of mortality at time t, in individuals aged x, of sex g, who are in HIV disease

state s

For short-term relationships (l = 1), the annual rate of dissolution has been set at 2, which
implies an average duration of short-term relationships equal to 6 months, roughly consistent
with average durations of 3-12 months observed in African studies of non-spousal
relationships [7, 20, 21]. For long-term relationships (l = 2), the rates of relationship
dissolution have been estimated by multiplying estimated rates of divorce in 2004 (by age
and sex) by a factor of 2 [22]. (This upward adjustment makes allowance for the fact that
rates of dissolution are higher in cohabiting non-marital relationships than in marital
relationships, and many married individuals are separated although not formally divorced.)
The age- and sex-specific rates of divorce are tabulated in a previous publication [1]. The

)|( xyf g values are contained in the age mixing matrices specified in the previous section

(Tables S4 and S5), and the mortality rates depend on the model assumptions about non-
AIDS mortality rates (by age and sex) and AIDS mortality.
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For a man who is of age x, in group i, in relationship type l with a partner in group j at time t,
the probability of the relationship being terminated over the time period  dtt , is calculated
in the frequency-dependent model as
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where ),(,, tyN s
jg  represents the sum across all behavioural states involving a relationship

type l with a partner in group i. A similar formula is used to determine the probability that a
woman’s partnership is terminated.

In the network model, a similar logic is applied, but because the individual is linked to a
specific partner, and the survival of that partner is simulated separately, it is not necessary to
include the mortality term in the above equation. (Whenever a death occurs, any relationships
that the individual was in are automatically terminated.)

1.8 Commercial sex

Sexually experienced men are assumed to have contact with sex workers at an annual rate
)(,, xw lji , which depends on their age (x), risk group (i) and current relationship status

(represented by j and l). As in section 1.2, a gamma probability density function is used to
represent the age differences in rates of male contact with sex workers; for the purpose of
calculating a constant rate over each five-year age band, x is taken to be the midpoint of the
age group (e.g. 17.5 for men aged 15 to 19). The following formula is used to calculate

)(,, xw lji :

     ljicclji Yxxwxw cc

,,
1

,, 10exp10)(    

where λc and αc are the parameters of the gamma probability density function, and Yi,j,l is an
adjustment factor to represent the man’s risk group and relationship status. The assumed
values of the parameters are summarized in Table S6. The base rate of sex worker contact (w,
which applies to high risk men who currently have no partner and are aged 20-24) has been
set in such a way that the demand for commercial sex is sufficient to match the estimated size
of the South African sex worker population in a recent study [23], when it is assumed that sex
workers have 750 clients per annum on average [24-31]. (The resulting estimate of the
fraction of women who are sex workers is substantially higher than that estimated previously
in the frequency-dependent model [1], although lower than that estimated empirically [23]
because the empirical estimate is based on a broader definition of sex worker than is used in
the model.) The w parameter has been calculated so that the average number of sex worker
contacts per year, averaged across all men aged 15 to 49 at the start of the simulation, is 5, i.e.
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Table S6: Assumed male rates of sex worker contact
Parameter Value Source/explanation
λc 0.165 Based on age differences in rates of

male contact with sex workers [32]αc 3.31
Yi,j,l for i=1 and j=0 1 -
Yi,j,l for i=1, l=1 and j=1 or 2 0.5 Assumption
Yi,j,l for i=1, l=2 and j=1 or 2 0.3 Assumption
Yi,j,l for i=1, l=1 and j=11, 12, 21 or 22 0.2 Assumption
Yi,j,l for i=1, l=2 and j=11, 12, 21 or 22 0.1 Assumption
Yi,j,l for i=2 0 Definition of low risk group

Since only men in the high risk group are assumed to have contact with sex workers, and
since all sex workers are assumed to be recruited from the high risk group, no assumptions
about mixing between risk groups are required for the purpose of modelling commercial sex.
It is assumed in the interests of simplicity that clients have no preference regarding the age of
their commercial sex contacts, although age preferences are accounted for implicitly by
assuming a sex worker age distribution (based on data from Johannesburg [33]) and setting
the age-specific rates of entry into sex work in such a way that the simulated age distribution
remains roughly stable over time and matches that assumed. Women are assumed to remain
active as sex workers for two years on average, before returning to the ‘No sexual partner’
state (Figure S1).

The number of new sex workers required over the period  dtt , in order to satisfy male

demand,  dttc  , , is calculated as
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where C is the assumed annual number of clients per sex worker (750), and the second term
in the equation is the total number of sex workers at the start of the time step. The probability
that a woman in the high risk group, who has no partners and is aged x and in HIV disease
state s at time t, becomes a sex worker over the period  dtt , is calculated as
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where W(x) is the factor by which the rate of recruitment into the ‘sex worker’ group is
multiplied when the woman is of age x in order to match the target sex worker age profile,
and Φ(s) is the factor by which the rate of recruitment into commercial sex is adjusted in HIV
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disease stage s (these are the same as the factors assumed in modelling formation of short-
term partnerships – see Table S2).

1.9 Frequency of sex

In short-term relationships, sex is assumed to occur at a rate of 3 times per month on average,
based on South African studies reporting on coital frequencies among youth [19, 34, 35]. In
long-term relationships, coital frequencies are assumed to depend on the age and sex of the
individual. In married women, coital frequencies are assumed to reduce exponentially from a
rate of 5 per month in the 20-24 age group, declining by a factor of 50% for each 20-year
increase in age (i.e. reducing to 2.5 times per month in 40-44 year olds, to 1.25 times per
month in 60-64 year olds, etc.). Coital frequencies in married men are calculated to be
consistent with the assumed female frequencies, taking into account the age mixing matrices.
These assumed frequencies of sex in spousal and non-spousal partnerships result in numbers
of sex acts that are roughly consistent with the aggregate reported coital frequencies in the
15-24 and 25-49 age bands in a 2005 national household survey [5].

In the network model, inconsistencies can emerge if coital frequencies are specified for men
and women separately. The coital frequencies are therefore simulated for men only.

1.10 Condom usage

The probability of condom use is assumed to depend on the individual’s age and sex, as well
as the type of relationship that they are in. In addition, the model allows for changes in
condom usage over time, as evidence suggests that there have been substantial increases in
condom usage since the launch of various HIV communication programmes in the 1990s and
early 2000s [36, 37]. However, it has been noted that the actual trends in HIV prevalence in
South Africa appear inconsistent with the reported increases in condom usage, and this
suggests that there may be some degree of social desirability bias in the reporting of condom
use [38]. In the calibration of the models to the HIV prevalence data, we therefore make
allowance for uncertainty regarding the extent of the bias in the self-reported data, allowing
certain parameters to be interpolated between minimum and maximum values (the maxima
corresponding to values that would be assumed if there were no reporting bias). A detailed
explanation of the model of condom use has been published previously [38], but is repeated
here for convenience.

The parameter ),(,2 txl represents the probability that a woman aged x uses a condom in an

act of sex with a partner of type l at time t. This parameter is calculated in relation to a
‘baseline’ rate of condom usage, * , which is the probability of condom use for a woman
aged 15-19 in a short-term relationship in 1998 (1998 has been chosen as the baseline
because it is the year for which the most condom usage data are available, and because there
is little reliable data on condom usage prior to 1998). The following formula is used to
calculate ),(,2 txl :
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where
 lexp = the odds of using a condom in relationship type l, relative to that in short-term

relationhips (l = 1), in 1998;
 lexp = the factor by which the odds of condom use reduces, per year of age;

 ilexp = the initial odds of using a condom in relationship type l, in 1985 (before the onset

of behaviour change), relative to the odds in 1998;
 u

lexp = the ultimate odds of using a condom in relationship type l, once behaviour change
is at its maximum, relative to the odds in 1998;

lM = the median time to behaviour change in relationships of type l, i.e. the time at which
the log odds of condom use is half-way between its initial and ultimate levels (in years since
1985);

lQ = the Weibull shape parameter controlling the speed of behaviour change in relationships
of type l.

The term in square brackets represents the difference in condom usage (on a logit scale)
between year t and 1998. A Weibull distribution is used to model the transition from the
initial low levels of condom usage to the ‘ultimate’ levels of condom use. The logistic
transformation prevents rates of condom use greater than 100%, and facilitates a ‘logistic
regression’ interpretation of the condom parameters. Based on logistic regression models
fitted to data on condom usage in the 1998 and 2003 South African DHSs [16, 39], it is
assumed that the parameter l is -0.025 for both spousal and non-spousal relationships, and
that the odds of condom usage in spousal relationships relative to that in non-spousal
relationships (  2exp  ) is 0.46 in 1998. The proportion of African women reporting condom
usage for contraceptive purposes was found to be 0.13% in the 1987-89 DHS [40], compared
to 1.8% in the 1998 DHS, and on the basis of this information, the ratio of the initial odds of
condom use to that in 1998 (  ilexp ) is assumed to be 0.07 for both spousal and non-spousal

relationships.

In interactions between sex workers and their clients, levels of condom usage were around
60% in 1998 [17, 33], compared with levels of around 20% in women aged 15-19 in the 1998
DHS. Based on this evidence, it is assumed that in 1998 the ratio of the odds of condom use
in sex worker-client interactions to that in non-spousal relationships (  3exp  ) was 6.0. In the
absence of information regarding age differences in condom use by sex workers, no age
effect is assumed ( 3 = 0). A study conducted in 1988 found that condom usage was reported
by only about 20% of sex workers and their clients [41], and the odds ratio for condom use in
1985, relative to that in 1998 (  i3exp  ), is therefore set at 0.17. More recent studies suggest
that levels of condom usage close to 90% may be possible [29, 42, 43], and the ratio of the
ultimate odds of condom use to that in 1998 (  u

3exp  ) is therefore set at 6.0. The parameter
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3Q has been set at 5.22, to produce a trend in condom use consistent with these survey
estimates.

The remaining parameters - * , u
1 , u

2 , 1Q and 2Q - have been set separately for two
scenarios: a scenario in which women are assumed to report accurately on their levels of
condom use, and a scenario in which women are assumed to overstate their levels of condom
use substantially. A condom reporting bias parameter, θ, is used to interpolate linearly
between the parameter values in these two scenarios, with θ = 0 corresponding to the scenario
in which there is no bias and θ = 1 corresponding to the scenario in which there is substantial
over-reporting of condom use. The assumed parameter values for the two scenarios are
summarized in Table S7. Parameters in the ‘no bias’ scenario were chosen so that the
modelled proportions of young women using condoms were reasonably consistent with data
on the proportion of young women reporting having used a condom the last time they had sex
[5, 16, 44-46]. Parameters in the ‘high bias’ scenario were chosen so that the modelled
proportions of young women reporting condoms were consistent with proportions of sexually
active women who reported using condoms for contraceptive purposes in the Demographic
and Health Surveys (on the assumption that these would be less affected by social desirability
bias and would represent a minimum on the true rate of condom use). Although the
assumptions about the relative levels of condom usage in the early stages of the epidemic and
the levels of condom usage in sex workers are the same in all scenarios, these parameters
were found to have little influence on HIV incidence, and potential bias in the estimation of
these parameters is therefore of little consequence.

Table S7: Differences in condom usage parameters between scenarios

Parameter Symbol
No bias
scenario
(θ = 0)

High bias
scenario
(θ = 1)

Probability of condom use in women aged 15-19, in
short-term relationships, in 1998

* 0.20 0.08

Ultimate odds of condom use in short-term relationships,
relative to the odds of condom use in 1998  u

1exp  15 3

Ultimate odds of condom use in long-term relationships,
relative to the odds of condom use in 1998

 u
2exp  7 1.5

Shape parameter controlling the speed of behaviour change
in short-term relationships 1Q 2.8 3.8

Shape parameter controlling the speed of behaviour change
in long-term relationships 2Q 1.8 3.6

For all relationship types, the median parameter lM is calculated by noting that the ‘baseline’
parameters relate to 1998, and hence when t = 13 (i.e. in 1998)

  0
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5.01 
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The parameter lM is therefore calculated as a function of i
l , u

l and lQ .
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To ensure that male and female assumptions are consistent, the probability that a man uses a
condom in a short-term or long-term relationship is calculated as

),()|(),( ,21,1 tyxyftx l
y

l   ,

where )|(1 xyf is the probability that a female partner is aged y, if the male partner is aged x.
The rate of condom use among clients of sex workers is the same as that estimated for sex
workers, with no age dependency.

In the first analysis presented in the main text, it is assumed that there are no increases in
condom usage over time (i.e. the term in square brackets is replaced with i

l in all years). In
this analysis, the θ parameter is set to 0.8, corresponding to the posterior mean estimated
when the frequency-dependent model was previously fitted to South African HIV prevalence
data [38]. In the second analysis presented in the main text, condom usage is allowed to
change over time, as specified previously. When performing the uncertainty analysis for the
HIV scenarios, θ values are randomly sampled from the uniform (0, 1) distribution. When
performing the uncertainty analyses for the other STIs (conditional upon the best-fitting HIV
parameters), the θ value is fixed at 0.63, the average of the parameters in the 100 best-fitting
parameter combinations obtained from fitting the network model to the HIV data.

1.11 Partner matching algorithm in the network model

The most important difference between the network and frequency-dependent models is that
the former models pair formation and links an individual to a specific partner whenever a
new partnership is formed. The procedure for pair formation is as follows:

1. At the start of each week, we calculate for each individual the rate at which they wish
to form new partnerships (this calculation is exactly the same as in the deterministic
model). Suppose that for the ith individual, ci is the desired annual rate at which new
partnerships are formed.

2. We then randomly generate a ‘queue’ of all individuals in the population (a new
queue is randomly generated at the start of each time step, as a fixed queue would
mean that some individuals are permanently advantaged/disadvantaged by their
position in the queue, in contrast to the frequency-dependent model, which treats all
individuals equally).

3. For the first person in the queue, we randomly assign a new relationship status at the
end of the week. Depending on the individual’s relationship status at the start of the
week, one of seven possible events can occur: they can acquire a new high risk
partner, acquire a new low risk partner, marry an existing high risk partner, marry an
existing low risk partner, end a short-term relationship with a high risk partner, end a
short-term relationship with a low risk partner, or get divorced. If none of these events
occur, the ‘new’ relationship status of the individual at the end of the week is the
same as that at the start. The method for calculating the probabilities of each of these
events is exactly the same as in the frequency-dependent model.

4. If the new event is acquisition of a new high risk partner, a partner age group is
randomly sampled from the specified partner age preference matrix (see Tables S4
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and S5). A new partner is selected from the pool of potential high risk partners in the
relevant 5-year age group as follows:
a) We calculate the sum of the rates at which individuals wish to form new

partnerships, out of those people of the opposite sex in the high risk group who
remain in the queue (i.e. individuals who have not yet been assigned a new
relationship status). Mathematically, we are calculating for age group x,





)(

)(
xJj

jcxN ,

where J(x) is the set of high risk individuals aged x, of the opposite sex, who
remain in the queue, and cj is the annual rate at which individual j wishes to
acquire new partners.

b) We assign sample weights to each of the individuals who is eligible to form a new
relationship with the first individual. Mathematically, the weight assigned to
individual j, if they are in the set J(x), is )(/ xNcw jj  .

c) A new partner is randomly selected from the set J(x) using the sample weights. If
set J(x) is empty, a different age group is randomly selected, and a high risk
partner from that risk group is randomly chosen, in the same way as before.
However, if the second age group is also empty, the event assigned to individual i
changes to acquisition of a new partner in the low risk group, and a partner is
selected from the low risk group in the same way as for the high risk group (using
the same sampled age groups). If there are no available partners in the low risk
group, for either of the randomly sampled ages, the individual is assigned no
change in relationship status.

The procedure is exactly the same if the new event is acquisition of a new low risk
partner, except that the ‘high’ and ‘low’ risk labels in steps a-c are reversed.

5. The procedure outlined in steps 3 and 4 is repeated for the second person in the queue,
and similarly for each subsequent individual. Note that each time an individual has a
change in relationship status assigned to them, the relationship status of the associated
partner automatically also gets updated, so that the partner gets removed from the
queue of individuals waiting to be assigned a new relationship status.

The removal from the queue in the last step happens because we are only allowing a
maximum of one new relationship event per individual, in each time step, to be consistent
with the frequency-dependent model. For example, if individual A selects individual B as
their new partner, then individual B has had an event assigned to them and cannot experience
another event in the same time step. Similarly, if individual A is in a relationship with
individual C at the start of the time step and does not end that relationship, then individual C
cannot end the relationship when their turn in the queue comes (otherwise individual A would
be both forming a new partnership and ending a partnership in the same time step). Because
we are only allowing one event to occur in each time step, we avoid having to make
assumptions about how partnership allocation is ordered when multiple partnerships can be
assigned [47]. Although the assumption that only one partnership event can occur in each
time step is not realistic, we are using weekly time steps to model changes in relationship
status, and any loss of accuracy is therefore likely to be minimal. Contacts between sex
workers and clients are not included in these relationship events.



18

Although sexual relationships are updated at weekly time steps, STI transmission and
resolution can be updated more frequently. In the analyses that follow, HIV transmission and
disease progression are updated at weekly time steps, but all other STIs are updated four
times per week (to account for the rapid health seeking that may occur when STI symptoms
develop).

2. Mathematical modelling of STI transmission and natural
history

The sections that follow describe the modelling of the natural history of each STI and the
assumptions about transmission probabilities per act of unprotected sex. Prior distributions
are specified to represent the uncertainty around certain parameters. Most of the model
assumptions and prior distributions are the same as described in previous publications [1, 48-
51], although certain assumptions and prior distributions have been updated in light of recent
evidence.

2.1 Mathematical model of gonorrhoea

Individuals who acquire gonorrhoea are assumed to either develop symptoms or remain
asymptomatic, and eventually experience spontaneous resolution of infection if treatment is
not sought. Symptomatic individuals are assumed to seek treatment at rate υ, which is
effective in curing the infection with probability ψ. As there is some evidence of strain-
specific immunity following recovery from gonorrhoea [52, 53], an additional state is defined
to represent individuals who are temporarily immune following recovery. All individuals who
experience spontaneous resolution of infection are assumed to enter this state. However, since
successful early treatment of gonorrhoea does not appear to be followed by immunity [54],
only a fraction (φ2) of individuals are assumed to be immune if they have experienced
resolution of infection following treatment. Immunity is assumed to wane at rate σ3. This
model of natural history and immunity is illustrated in Figure S5.

Susceptible

2. Asymptomatic
infection

1. Symptomatic
infection

3. Immune

λφ1

λ(1 - φ1)

σ2

σ1 + υψφ2

υψ(1 – φ2)

σ3

Figure S5: Multi-state model of the natural history of gonorrhoea
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The prior distributions for the associated model parameters are specified in Table S8. For the
most part these are the same as assumed previously [48, 50], but the prior distribution for the
average duration of untreated gonorrhoea has a greater mean and standard deviation than that
assumed previously, due to the recognized limitations of the available data [55]. Due to the
lack of empirical data on transmission probabilities per act of sex, we have relied on
estimates of transmission probabilities from other studies that have fitted mathematical
models to gonorrhoea prevalence data.

Table S8: Gonorrhoea parameters

Parameter Symbol
Prior distribution
Type Mean SD Ref.

% of cases that become symptomatic
Male φ1 Beta 0.90 0.05 [54, 56-60]
Female Beta 0.40 0.15 [61, 62]

Average duration if untreated (weeks)
Male 1/σ2* Gamma 20.0 10.0 [55, 62, 63]
Female Gamma 20.0 10.0 [55, 62]

Average duration of immunity (weeks) 1/σ3 Gamma 52.0 26.0 -
Proportion immune after treatment cure φ2 Uniform 0.50 0.29 -†
Transmission probability per act of sex

Male-to-female - Beta 0.40 0.10 [61, 64-68]
Female-to-male - Beta 0.20 0.05 [65-70]

Fraction of symptoms correctly treated
prior to introduction of SM

A Beta 0.70 0.10 [71-74]

* Same parameter is used for symptomatic duration (1/σ1) and asymptomatic duration (1/σ2). † Due to the lack
of evidence, a vague prior (uniform on the interval [0, 1]) is assumed.
SD = standard deviation, SM = syndromic management.

Suppose that we wish to estimate R(t), the average number of partners an infected individual
can be expected to transmit their infection to, within time t after acquiring infection, if all
contacts are with susceptible partners and if infected individuals transmit their infection to
susceptible partners at a constant rate β. (This is similar to the concept of “transmission
potential” introduced by Fraser et al [75], except that it is defined as a function of time since
infection.) In reality, the rate β differs according to the individual’s characteristics and those
of their partner(s), but for the purpose of deriving a simple summary measure, we will
suppose it is constant. For the purpose of estimating R(t), we also need to suppose that there
is a constant rate of retirement from the sexually active population, ρ (this could be due to
death or age-related reductions in sexual activity). Again, the parameter ρ differs between
individuals in reality, but for the purpose of deriving a simple summary measure we will
suppose it is constant. It can then be shown that

         
t

dssstR
0 2111 exp1exp)( 

         

























2

21

1

11 exp11exp1 tt

In a frequency-dependent model, we are assuming that there is a constant rate of contact with
susceptible partners, which does not change with respect to the duration of infection. In a pair
or network model, however, the rate of contact with susceptible partners is not constant. For
example, if individual A is in a monogamous relationship with individual B, and B transmits
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gonorrhoea to A, A will not be at risk of transmitting gonorrhoea until either (1) individual A
acquires a new partner, or (2) individual B’s infection resolves and they become susceptible
again. If individual A is ‘low risk’ (serially monogamous) there would be a further delay
between when infection is acquired and the relationship with B ends before condition (1) can
be met. Even if individual A has multiple partners at the time of acquiring infection from B,
they will not initially be at risk of transmitting infection to one of those partners (B). In a
frequency-dependent model, there is thus a period following initial infection when
transmission risk is exaggerated, relative to what might be expected in a more realistic pair-
formation or network model. The bias that exists in a frequency-dependent model is therefore
likely to be proportional to the fraction of transmission that is expected to occur within some
defined early phase of infection. We calculate this early transmission fraction E(t) as
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This can be interpreted as the fraction of all transmission that would occur within time t after
acquisition of infection if the infected individual had a high rate of turnover and all sex acts
were with susceptible partners. Conveniently, this expression is independent of β, and
variation between individuals is therefore not important. The choice of t is arbitrary, but has
been set at 26 weeks to correspond to the assumed average duration of short-term
relationships, since it is the time during which the infected individual remains with the
partner who infected them that determines the extent of the bias. The ρ parameter has been set
to 0.00086 per week in males and 0.00101 per week in females, based on average reductions
in numbers of extramarital partners per year of age [1]. Neither the network model nor the
frequency-dependent model assumes that there is an exponential decay in rates of
extramarital sexual activity, and neither model assumes that STI transmission is limited to
extramarital relationships. The above expression should therefore be regarded as an analytic
approximation to the early transmission fraction, which could be more accurately calculated
if one were to account for individual-specific sexual behaviour.

2.2 Mathematical model of chlamydial infection

The model of chlamydial infection is identical in structure to that used for gonorrhoea (see
Figure S5), but parameters differ. As there is substantial evidence of partial immunity to
chlamydial infection following recovery [76-80], a longer average duration of immunity is
assumed. Since immunity is thought to be more significant when treatment is initiated in late
disease than in early disease [81-83], it is assumed that only a proportion φ2 of those who are
successfully treated acquire immunity (since treated symptomatic individuals would tend to
have a shorter duration of infection than individuals who experience spontaneous resolution).
The prior distributions assigned to the various parameters are shown in Table S9; these are
the same as the prior distributions assumed previously [48].
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Table S9: Parameters for chlamydial infection

Parameter Symbol
Prior distribution
Type Mean SD Ref.

% of cases that become symptomatic
Male φ1 Beta 0.30 0.15 [57, 59, 62, 84]
Female Beta 0.15 0.08 [57, 62]

Average duration if untreated (weeks)
Symptomatic 1/σ1 Gamma 16.0 5.0 [62, 85]
Asymptomatic 1/σ2 Gamma 90.0 15.0 [86-88]

Average duration of immunity (weeks) 1/σ3 Gamma 520 200 -
Proportion immune after treatment cure φ2 Uniform 0.50 0.29 -*
Transmission probability per act of sex

Male-to-female - Beta 0.12 0.06 [65-67]
Female-to-male - Beta 0.16 0.10 [65-67]

Fraction of symptoms correctly treated
prior to introduction of SM

A Beta 0.70 0.10 [71-74]

* Due to the lack of evidence, a vague prior (uniform on the interval [0, 1]) is assumed.
SD = standard deviation, SM = syndromic management.

The expression for the early transmission fraction, E(t), is the same as that for gonorrhoea,
since the model structure is identical.

2.3 Mathematical model of trichomoniasis

The model of trichomoniasis is identical in structure to that used for gonorrhoea (see Figure
S5), but parameters differ. As with gonorrhoea, there is little evidence of immunity following
successful treatment of the infection [89, 90], but it is possible that individuals may be
temporarily immune following the spontaneous resolution of infection. Prior distributions for
the various trichomoniasis parameters are shown in Table S10; these are the same prior
distributions as assumed previously [48, 50].

Table S10: Trichomoniasis parameters

Parameter Symbol
Prior distribution
Type Mean SD Ref.

% of cases that become symptomatic
Male φ1 Beta 0.40 0.10 [58-60, 84, 91]
Female Beta 0.30 0.10 [92, 93]

Average duration of untreated infection
Symptomatic males (weeks) 1/σ1 Gamma 2.0 0.7 [94, 95]
Symptomatic females (weeks) Gamma 20.0 7.0 -
Asymptomatic males (weeks) 1/σ2 Gamma 15.0 5.0 [91, 96]
Asymptomatic females (weeks) Gamma 150 50.0 [97, 98]

Average duration of immunity (weeks) Gamma 52.0 26.0 -
Proportion immune after cure φ2 Uniform 0.50 0.29 -*
Transmission probability per act of sex

Male-to-female - Beta 0.15 0.08 [99]
Female-to-male - Beta 0.04 0.02 [99]

Fraction of symptoms correctly treated
prior to introduction of SM

A Beta 0.40 0.15 [71, 72, 74]

* Due to the lack of evidence, a vague prior (uniform on the interval [0, 1]) is assumed.
SD = standard deviation
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The expression for the early transmission fraction, E(t), is the same as that for gonorrhoea,
since the model structure is identical.

2.4 Mathematical model of syphilis

The course of syphilis is different from that of other STIs, and the structure of the model for
this infection is shown in Figure S6. In the absence of treatment, individuals progress through
four stages of infection: a short incubation period; primary syphilis, which is associated with
genital ulcers; secondary syphilis, which is associated with more generalized symptoms; and
latent syphilis. Individuals who recover from syphilis remain temporarily seropositive
following the resolution of infection, and are assumed to be resistant to reinfection while
seropositive. The extent to which they remain seropositive depends on the stage in which the
infection resolves, with greater seropositivity in individuals who recover in the later stages of
disease. The rate of health seeking is assumed to be lower in secondary syphilis than in
primary syphilis, by a factor of χ, because the symptoms of secondary syphilis are more
difficult to recognize. In addition, the probability that treatment is successful is assumed to be
30% lower for secondary syphilis than for primary syphilis, due to the greater difficulty of
diagnosing secondary syphilis symptoms and the lower efficacy of penicillin in treating
syphilis of longer duration [100]. Individuals who are asymptomatic, in the incubation and
latent phases, are assumed not to seek treatment, but latent infection is assumed to resolve
eventually at rate σ4. Individuals are also assumed not to be infectious during the incubation
and latent phases of infection.

Susceptible
seronegative

1. Incubation
phase

2. Primary
syphilis

3. Secondary
syphilis

4. Latent
syphilis

5. Recovered
seropositive

6. Recovered
seropositive

λ

σ1 σ2 σ3

σ4

σ5
σ6

υ(1 – χ)ψ2υψ1(1 – φ)

υψ1φ

Figure S6: Model of syphilis

The prior distributions for the model parameters are summarized in Table S11. These
distributions are the same as assumed previously [48], except that the mean and standard
deviation of the prior on the male-to-female transmission probability have been increased to
reflect high estimates from newly-identified sources [101].
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Table S11: Syphilis parameters

Parameter Symbol
Prior distribution
Type Mean SD Ref.

Average time (in weeks) from
Infection to primary 1/σ1 - 4.4* - [102]
Primary to secondary 1/σ2 Gamma 6.6 2.0 [102]
Secondary to latent 1/σ3 Gamma 15.6 4.0 [102]
Latent to spontaneous resolution 1/σ4 Gamma 520 150 [67]
Recovery in early disease to seronegative 1/σ5 Gamma 26.0 8.0 [103-105]
Recovery in late disease to seronegative 1/σ6 Gamma 52.0 16.0 [103-105]

Proportion of primary cases seronegative
immediately after successful treatment

φ Beta 0.40 0.10 [106, 107]

Transmission probability per act of sex
Male-to-female - Beta 0.25 0.10 [66, 101, 108,

109]
Female-to-male - Beta 0.15 0.05 [66, 101, 108,

109]
Fraction of symptoms correctly treated prior to

introduction of syndromic management
A Beta 0.70 0.10 [71-73, 110]

Reduction in health seeking: secondary syphilis χ Uniform 0.50 0.29 -
* Fixed parameter, not included in Bayesian analysis.
SD = standard deviation.

As before, we wish to estimate R(t), the average number of partners an infected individual
can be expected to transmit their infection to, within time t after acquiring infection, if all
contacts are with susceptible partners and infected individuals transmit their infection to
susceptible partners at a constant rate β. Individuals are assumed to be infectious only during
the primary and secondary phases of disease. For the purpose of deriving an analytic
approximation to R(t), the time spent in the incubation phase is fixed at 4.4 weeks (Table
S11), so that R(t) is approximately equal to the average number of partners an infected
individual transmits their infection to within (t – 4.4) weeks after developing primary syphilis
(ignoring the small probability of ceasing sexual activity during the incubation phase). Hence
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for t > 4.4 weeks, where the first and second terms on the right-hand side of the equation
correspond to transmission from primary and secondary syphilis respectively. From this we
obtain
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The early transmission fraction is defined in the same way as before.
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2.5 Mathematical model of genital herpes

Unlike the previously described infections, genital herpes is a chronic infection which is
incurable. Although symptoms can be treated with antiviral treatment, access to antiviral
treatment in South Africa has historically been very limited, and we therefore ignore
treatment in this analysis. Figure S7 illustrates the model of genital herpes: the majority of
newly-infected individuals are permanently asymptomatic, but a proportion φ develop a
primary ulcer. This resolves at rate σ1, but ulcers recur intermittently, at rate ξ (and resolve
more rapidly, at rate σ3). Over time these recurrences become less frequent, and we model
this dynamic by transferring individuals to the ‘permanently asymptomatic’ state at rate σ2.

Susceptible

1. Primary
ulcer

2. Transiently
asymptomatic

3. Recurrent
ulcer

4. Permanently
asymptomatic

σ2
λφ

λ(1 – φ)

σ1 σ3

ξ

Figure S7: Model of genital herpes

Table S12 summarizes the prior distributions assumed for genital herpes parameters. It is
assumed that individuals are more highly infectious when they are symptomatic than when
they are asymptomatic (by a multiple Y), as the odds of detectable HSV-2 shedding in
symptomatic infection is typically 10 to 20 times that in asymptomatic HSV-2 infection [111-
114]. The assumed asymptomatic transmission probabilities specified in Table S12 are
therefore lower than those observed in the studies cited, to make allowance for the increases
in infectiousness during the symptom recurrences. It is also assumed that HSV-2
infectiousness is doubled if the infected partner is co-infected with HIV [115, 116], and that
HIV co-infection increases the rate at which genital ulcers recur [11, 117]. As HIV co-
infected individuals do not appear to experience reductions in ulcerative recurrences over
time, it is further assumed that individuals co-infected with HIV do not progress from the
transiently asymptomatic state to the permanently asymptomatic state.
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Table S12: Genital herpes parameters

Parameter Symbol
Prior distribution
Type Mean SD Ref.

Proportion of cases becoming symptomatic φ Beta 0.15 0.05 [118-121]
Annual incidence of symptomatic recurrences

in the transiently asymptomatic state
Males ξ Gamma 6.0 1.0

[122-126]
Females Gamma 3.0 0.5

Average duration of primary ulcer (weeks) 1/σ1 - 2.6* - [122, 123]
Average duration of recurrent ulcer (weeks) 1/σ3 - 1.1* - [111, 123, 127-

129]
Annual rate of transition from transiently

asymptomatic to permanently asymptomatic
σ2 Gamma 0.1 0.02 [124]

Transmission probability per act of sex with
infected asymptomatic partner

Client to sex worker - Beta 0.002 0.0005 [130]
Male-to-female, non-spousal relationship - Beta 0.0095 0.0038 [131, 132]
Female-to-male, non-spousal relationship - Beta 0.0065 0.0026 [131, 132]
Male-to-female, spousal relationship - Beta 0.0009 0.00036 [133]
Female-to-male, spousal relationship - Beta 0.00015 0.00006 [133]

Multiple by which transmission probability
increases if infected partner is symptomatic

Y Gamma 15 5 [111-114]

* Fixed parameter, not included in uncertainty analysis.
SD = standard deviation.

For the purpose of approximating the early transmission fraction, we will treat the ‘transiently
asymptomatic’ and ‘recurrent ulcer’ states as one combined state, since the time spent
symptomatic is very short relative to the time spent asymptomatic. If β is the average rate of
transmission from asymptomatically-infected individuals, then the average rate of
transmission from the combined state is
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from which it follows that    33
*   YY . Similarly, the average rate of transition

out of the combined state (into the permanently asymptomatic state) is  332
*
2   .

For the purpose of deriving an analytic approximation to the early transmission fraction, it is
assumed that primary ulcers persist for a fixed duration of 2.6 weeks (Table S12). We thus
approximate R(t) as
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for t > 2.6 weeks. From this it follows that
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and the early transmission fraction is defined in the same way as before.

2.6 Mathematical model of HIV

A four-stage model is used to describe the course of HIV disease in the absence of
antiretroviral treatment (ART), with σi representing the weekly rate of transition out of stage i
(in the absence of ART) and βi representing the weekly rate of HIV transmission from
infected individuals in stage i to susceptible partners. Individuals who develop AIDS-related
symptoms are assumed to start ART with probability φ, but φ can increase above 1 if the
number of individuals starting ART exceeds the number of individuals progressing to AIDS
(Figure S8).

Susceptible

1. Acute
infection

2. Latent
infection

3. Pre-AIDS
symptoms

4. AIDS
(untreated)

5. On
HAART AIDS

death

λ

σ1 σ2

σ5

σ4σ3φ
σ3×

(1-φ)

Figure S8: Model of HIV/AIDS
In cases where the ratio of ART initiates to new AIDS cases (φ) exceeds 1, the rate of transition from pre-AIDS
to AIDS is set to 0.

Table S13 summarizes the prior distributions assigned to the parameters in the HIV model.
The relative infectiousness during the pre-AIDS symptomatic stage is assumed to be
intermediate between that in the asymptomatic stage and that in the untreated AIDS stage,

with 2423   . HIV transmission probabilities per act of unprotected sex are
specified separately for short-term and long-term relationships. In addition to the priors on
the biological parameters, we have specified a prior on the extent of the bias in self-reported
levels of condom usage, since this has previously been shown to be an important parameter in
the calibration of the deterministic model to HIV prevalence data [38].
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Table S13: Prior distributions for parameters in HIV model

Parameter Symbol
Prior distribution
Type Mean SD Ref.

Average time spent in absence of ART (years)
Acute infection 1/σ1 - 0.25† - [134]
Latent infection 1/σ2 - 5.16† - [135, 136]
Pre-AIDS symptoms 1/σ3 - 4.14† - [135, 136]
AIDS 1/σ4 - 1.96† - [135, 136]

Average annual AIDS mortality after ART start σ5 - 0.033 - [137]
Relative infectiousness during acute HIV β1/β2 Gamma 16 6 [134, 138, 139]
Relative infectiousness during untreated AIDS β4/β2 Gamma 7 2 [140]
Transmission probability: non-spousal partners*

Client-to-sex worker - - 0.003† - [130, 141-143]
Male-to-female (ST relationships) - Beta 0.012 0.005 [144, 145]
Female-to-male - Beta 0.008 0.003 [146, 147]

Transmission probability: spousal partners*
Male-to-female - Beta 0.002 0.00075 [148-150]
Female-to-male - Beta 0.002 0.00075 [148-150]

HIV prevalence in high risk females in 1990 V0 Uniform 0.02 0.0087 [151, 152]
* Average across untreated disease stages, using average time spent in each stage as weights. † Fixed parameter,
not included in uncertainty analysis.
SD = standard deviation.

A prior distribution is also assigned to represent the uncertainty around parameter V0, the
initial HIV prevalence in high risk females aged 15-49 in 1990 (although the simulation
begins in 1985, it is convenient to start the simulation of HIV transmission in 1990 because
stochastic variation in HIV trajectories is less substantial when the HIV epidemic is
initialized using a higher initial HIV prevalence). Since the observed antenatal HIV
prevalence in 1990 was 0.76% [151], and since HIV prevalence in the general population of
women aged 15-49 tends to be lower than the antenatal prevalence [152], it is likely that the
overall HIV prevalence in women aged 15-49 would not have been greater than 0.76%. Since
high risk females are assumed to comprise 25% of the sexually experienced female
population, and since the initial prevalence of HIV is assumed to be concentrated only in the
high risk group, this implies that the prevalence of HIV in high risk females in 1990 could not
have been greater than 0.76%/0.25 = 3.04%. We therefore set the prior on the V0 parameter to
be uniform on the range [0.01, 0.03). This initial HIV prevalence is adjusted by a set of
scaling factors to determine the initial HIV prevalence by sex and by 5-year age group, based
on the relative levels of HIV prevalence in males and females in different age groups in a
1991 survey in KwaZulu-Natal [153]. Suppose that )(xsg represents the scaling factor for

high risk individuals of age x and sex g, in the high risk group, and that )(, xv rg represents the

initial HIV prevalence (in 1990) in individuals of sex g and risk group r, who are aged x. We
calculate )(, xv rg as

risk)(low2for

risk)(high1for

0
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The values assumed for the )(xsg scaling factors, based on the KwaZulu-Natal survey, are

summarized in Table S14.
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Table S14: Assumed ratios of initial HIV prevalence to average prevalence in females aged
15-49 (high risk group)

15-19 20-24 25-29 30-34 35-39 40-44 45-49
Males (g = 0) 0.04 0.44 1.00 0.69 0.58 0.48 0.29
Females (g = 1) 1.11 1.24 1.24 0.95 0.68 0.54 0.38

As with syphilis and genital herpes, we calculate R(t) by starting with the simplifying
assumption that the time spent in initial infection phase is fixed at 13 weeks (Table S13) and
we ignore retirement from the sexually active population during this initial phase. Then for
t > 13 weeks
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if ART initiation is ignored.

2.7 Bacterial vaginosis

Following the scoring method proposed by Nugent et al [154], women are categorized into
one of three groups according the relative abnormality of their vaginal flora: normal (score of
3 or less), intermediate (score of 4 to 6) or bacterial vaginosis (score of 7 to 10). In addition,
women with bacterial vaginosis are divided between symptomatic and asymptomatic states.
These different states and the possible movements between states are illustrated in Figure S9.
As bacterial vaginosis is difficult to treat effectively, the model allows for both complete cure
(return to the “normal vaginal flora” state) and partial cure (return to the “intermediate
vaginal flora” state), following either symptom treatment or screening interventions. Initial
estimates of the rates of transition between states (unrelated to treatment) were obtained by
fitting a Markov chain model to data on changes in vaginal flora patterns in untreated women
[155].



29

1. Normal
vaginal flora

2. Intermediate
vaginal flora

3. Symptomatic
bacterial vaginosis

4. Asymptomatic
bacterial vaginosis

λφ
λ(1 – φ)

σ12 σ21 σ34σ41

σ42

σ31 + υψ1

σ32 + υψ2

Figure S9: Model of bacterial vaginosis

Table S15 summarizes the bacterial vaginosis parameters, and the data sources on which
these are based. Although bacterial vaginosis is generally not regarded as an STI, there is
strong evidence to suggest that women who have multiple partners experience bacterial
vaginosis more frequently than women who are monogamous [156-160], and that virgins are
significantly less susceptible to bacterial vaginosis than women who are sexually experienced
[160, 161]. It is therefore assumed that the rate at which women progress from the
intermediate state to the bacterial vaginosis state is doubled if they currently have more than
one partner or are engaging in commercial sex, and is halved if they currently have no sexual
partner.

Table S15: Bacterial vaginosis parameters
Parameter Symbol Value Ref.
Proportion of cases that become symptomatic φ1 0.25 [162, 163]
Weekly rates of transition

Bacterial vaginosis to normal flora σ31, σ41 0.008 [155]
Bacterial vaginosis to intermediate flora σ32, σ42 0.051 [155]
Normal flora to intermediate flora σ12 0.030 [155]
Intermediate flora to normal flora σ21 0.069 [155]
Intermediate flora to bacterial vaginosis* λ 0.100 [155]

* Applies to women who currently have one sexual partner. The rate is doubled in women with multiple partners
and halved in women who have no partner.

2.8 Vaginal candidiasis

Vaginal candidiasis is caused by various Candida species, which inhabit the vaginal mucosa
either as commensals or as pathogens [164]. To reflect the dual nature of the infection, the
model divides women infected with Candida into ‘asymptomatic candidiasis’ and
‘symptomatic candidiasis’ states (Figure S10). Some Candida colonies may persist for long
periods of time, even after appropriate treatment, with colonies being too small to be detected
by culture methods, and it has been suggested that this may account for the frequent ‘relapse’
of symptoms after treatment in women with recurrent vaginal candidiasis [165-167]. The
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model therefore assumes that ‘asymptomatic candidiasis’ is an intermediate state between
‘uninfected’ and ‘symptomatic candidiasis’. As with bacterial vaginosis, symptomatic vaginal
candidiasis is difficult to cure effectively, and the model therefore allows for both complete
cure (return to the ‘uninfected’ state) and partial cure (return to the ‘asymptomatic
candidiasis’ state).

Uninfected 1. Asymptomatic
candidiasis

2. Symptomatic
candidiasis

λ ξ

σ1 σ2 + υψ2

υψ1

Figure S10: Model of vaginal candidiasis

Table S16 summarizes the vaginal candidiasis parameters, and the data sources on which
these are based. Because vaginal candidiasis is rare in women who are not of reproductive
age [167-169], and because the prevalence of candidiasis is particularly high during
pregnancy [170, 171], the incidence of vaginal candidiasis is assumed to be proportional to
women’s age-specific fertility rates. The λ parameter in Table S16 relates to HIV-negative
women aged 15 to 19, and this incidence rate is scaled up or down, in proportion to the age-
specific fertility rates, in order to produce the asymptomatic candidiasis incidence rates at
other ages. The λ parameter in Table S16 is also multiplied by a factor of 1.5 in HIV-positive
women who have pre-AIDS symptoms, and by a factor of 2 in women who have untreated
AIDS, to allow for observed increases in the incidence of vaginal candidiasis in the more
advanced stages of HIV infection [11, 172-175].

Table S16: Vaginal candidiasis parameters
Parameter Symbol Value Ref.
Average duration of symptoms (weeks) 1/σ2 12.0 [176]
Average time to clearance of asymptomatic infection (weeks) 1/σ1 26.0 [170]
Annual incidence of asymptomatic infection λ 0.80 [172, 177, 178]
Annual incidence of symptoms ξ 0.52 [170, 179-181]

2.9 STI treatment

The modelling of STI treatment has been described previously [49]. In the case of genital
ulcer and discharge symptoms, it is assumed that the rate of health seeking (υ) depends on the
individual’s age and sex: for adults aged 20 and older, the weekly rate of seeking treatment is
0.23 in women and 0.57 in men [17, 182-184], and these rates are halved in adolescents [185,
186]. In sex workers the weekly rate of health seeking is assumed to be 0.9 [17, 186].

Rates of STI cure are determined by defining the following symbols:
)(td

g = probability that an individual of sex g, experiencing symptoms of disease d, is cured

if they seek treatment at time t
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hgr , = % of individuals of sex g who seek STI treatment in health sector h (h can take on

values of 0, 1 or 2, corresponding to the public health sector, formal private health sector and
traditional healers respectively)

)(th = % of health workers in sector h who correctly follow syndromic management
protocols at time t (h = 0 or 1 only)

d
gA = % of individuals of sex g, with symptoms of STI d, who receive effective treatment if

the health worker is not following syndromic management protocols (ignoring the potential
effect of drug shortages)

d
gZ = % of individuals of sex g, with symptoms of STI d, who receive effective treatment if

the health worker is following syndromic management protocols (ignoring the potential effect
of drug shortages)

)(tV = % reduction in the probability of cure in public STI clinics as a result of drug
shortages, at time t

d
A = probability that STI d is cured if treated with effective drugs
d
T = probability that STI d is cured if treated by a traditional healer

The probability of cure is then calculated as:
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This is the weighted average probability of cure in the different health sectors, where the
weights are the proportions of individuals seeking treatment in each sector, hgr , . In the case

of bacterial vaginosis and vaginal candidiasis, the )(td
g , d

A and d
T symbols are modified

slightly by adding a subscript after the first to indicate whether cure is complete (1) or only
partial (2), as explained previously.

Of men who seek treatment, 45% are assumed to seek treatment in the public health sector,
40% seek treatment in the formal private sector and the remaining 15% seek treatment from
traditional healers [17, 182, 187-189]. For women, the corresponding proportions are 60%,
30% and 10% respectively. For the formal health sectors, probabilities of effective treatment
being provided prior to syndromic management ( d

gA ) are difficult to determine precisely, and

these parameters have therefore been assigned prior distributions to represent the associated
uncertainty (see Tables S8-S11). Probabilities of cure, if effective treatment is provided, have
been set to 90% for most STIs [49]. For the informal health sector, treatment is assumed not
to be effective (ςT =0).

The time-varying parameters are summarized in Table S17. Rates of ART initiation are the
same as those assumed previously [190], and due to lack of recent data have been assumed to
remain at 2010 levels after 2010. In the case of gonorrhea, probabilities of treatment success
have been adjusted to take into account rising levels of ciprofloxacin resistance in recent
years [191-193]: the treatment effectiveness parameter (ςA) is reduced in proportion to the
product of the fraction of gonorrhoea cases treated with ciprofloxacin and the fraction of
gonorrhoea cases that are ciprofloxacin-resistant (Table S17). This adjustment ceases to apply
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after 2008, when syndromic management guidelines were revised to recommend the use of
ceftriaxone in place of ciprofloxacin [194].

Table S17: Time-varying treatment parameters

Year

% of providers correctly
using syndromic

management protocols

% of public
clinics with

STI drug
shortages

Source

Ratio of
new ART
patients to
new AIDS

cases

% of
gonorrhoea

cases that are
ciprofloxacin-

resistant

% of
gonorrhoea

cases that are
treated with

ciprofloxacin
Private Public

1993 0% 0% 20% 0.000 0% 50%
1994 3% 10% 20% 0.000 0% 50%
1995 7% 30% 18% 0.000 0% 50%
1996 11% 50% 16% [195]a 0.000 0% 50%
1997 15% 65% 13% [196]b 0.000 0% 50%
1998 18% 75% 10% [197]a 0.000 0% 50%
1999 21% 78% 8% [74]b 0.000 0% 50%
2000 23% 80% 6% 0.035 0% 50%
2001 25% 80% 5% [198]b 0.046 0% 50%
2002 27% 80% 4% [199]a 0.048 0% 50%
2003 29% 80% 4% [200]a 0.085 4% 50%
2004 31% 80% 4% 0.220 10% 50%
2005 33% 80% 4% 0.402 16% 50%
2006 35% 80% 4% 0.480 25% 50%
2007 37% 80% 4% 0.650 38% 50%
2008 39% 80% 4% 1.004 55% 50%
2009 41% 80% 4% 1.290 70% 0%
2010 43% 80% 4% 1.656 82% 0%
2011 45% 80% 4% 1.656 90% 0%
2012 47% 80% 4% 1.656 96% 0%
a Public health sector. b Private health sector.

In the first analysis presented in the main text, where endemic STI prevalence levels are
estimated on the assumption of no change to the behavioural and treatment assumptions from
the baseline values in 1985, it is assumed that no STIs are treated according to syndromic
management guidelines ( )(th = 0), and all other time-varying parameters are held constant
at the values in the first row of Table S17.

3. Modelling fitting procedure

The models are fit separately for each STI, using the sexual behaviour assumptions described
previously. A disadvantage of fitting the same model of sexual behaviour to multiple STI
prevalence data sources is that the system is more heavily constrained when the same sexual
behaviour assumptions have to be used for all STIs, and this makes calibration challenging.
However, the advantage of fitting the same model of sexual behaviour to multiple STI
prevalence data sources is that data specific to one STI can provide insights into sexual
behaviour that might not be obvious when calibrating the model for other STIs, and this can
lead to improved confidence in the sexual behaviour assumptions. For example, patterns of
HIV prevalence by age and sex were important in determining relative levels of sexual risk
behaviour at different ages in men and women, when calibrating an earlier version of the
frequency-dependent model [1]. Calibration of the frequency-dependent model to HIV
prevalence trends at young ages has also suggested that self-reported levels of condom usage
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are likely to overstate actual levels of condom use [38]. In the current analysis, it was found
that the network model could not match the high levels of gonorrhoea and syphilis prevalence
observed in South Africa unless the assumed rate of commercial sex activity was increased
substantially (in line with a recent study [23]). The sections that follow describe the methods
and data sources employed in fitting the models for each STI.

3.1 HIV

The approach adopted in defining the likelihood for the HIV data is similar to that described
previously [38], but updated to include more recent HIV prevalence data. We consider first
the likelihood in respect of the antenatal survey HIV prevalence data [201], for the period
1997-2012 and for 5-year age groups 15-19, …, 35-39. Suppose that  θtxH , is the model

estimate of HIV prevalence in pregnant women aged x to x + 4, in year t, where the vector θ
represents the values of the model input parameters. The corresponding prevalence of HIV
actually measured in the antenatal survey is represented by txy , . It is assumed that if θ is the

true set of parameter values, then the difference between the logit-transformed model
estimate and the logit-transformed observed prevalence is normally distributed. The mean of
this normal distribution represents the extent of antenatal bias, which could arise due to
various sampling biases. The variance of the distribution is assumed to be composed of a
‘model error’ term (representing model error in the estimation of prevalence), and a ‘survey
error’ term (representing the uncertainty around the survey estimate due to binomial variation
and cluster variation in the survey). More formally, it is assumed that
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where b is the antenatal bias parameter,  2
, ,0~ mtx Nm  and  2

,, ,0~ txtx N  . The latter two

terms represent the model error and the survey error respectively. The logit transformations
ensure that the error terms are closer to normality and that the model error terms are roughly
independent of the level of HIV prevalence. For a given parameter combination θ , the mean
of the antenatal bias parameter in 1997 and subsequent years is estimated using the formula
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Antenatal data collected prior to 1997 are not included in the likelihood definition, in part
because the antenatal sampling protocol prior to 1997 was not designed to be nationally
representative, and in part because 95% confidence intervals were incorrectly calculated in
the early antenatal surveys (not accounting for clustering of observations by clinic). The 2

,tx
values are estimated from the 95% confidence intervals that have been published for the post-
1996 survey estimates. The 2

m parameter is estimated as



34

 
 

2
,

2

,

,

,

,2 ˆ
1

log
1

log
80

1ˆ tx
x t tx

tx

tx

tx
m b

H

H

y

y
 


































  θ

θ
,

subject to a minimum of zero. The likelihood in respect of the antenatal data is calculated
based on the assumption that the error terms are normally distributed:
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where y represents the matrix of txy , values, across age bands 15-19 to 35-39, and across

calendar years 1997 to 2012.

We define a likelihood in respect of the HSRC household survey HIV prevalence data [5, 46,
202] using a similar approach to that adopted for the antenatal survey data. The most
important difference is that the household survey bias term is excluded (on the assumption
that household surveys provide unbiased estimates). The likelihood is calculated separately
for 2005, 2008 and 2012, for males and females, and for each 5-year age band from 15-19 up
to 55-59. Although a household survey was also conducted in 2002 and 2003, these data have
been excluded as they were obtained using a single saliva test with no confirmatory testing,
and survey response rates were relatively low [44].

For the purpose of the model calibration, we randomly generate a set of 100 000 parameter
combinations by sampling from the prior distributions in Table S13. (This sample is larger
than the sample of 20 000 chosen for other STIs because the larger amount of HIV data
means that the likelihood function is much more sharply ‘peaked’, and hence a larger sample
is needed to identify a set of parameters with similarly high likelihood values.) The likelihood
function (the products of the likelihood values in respect of the antenatal and HSRC data) is
calculated for each of the 100 000 parameter combinations, and the 100 parameter
combinations with the highest likelihood values are analysed further. This analysis is
performed separately for the network and frequency-dependent models.

3.2 Genital herpes, syphilis, gonorrhoea, chlamydia and
trichomoniasis

The approach to defining the likelihood for STIs other than HIV is the same as that described
previously [48], with some modifications to the data sources used. Briefly, a beta-binomial
distribution is used to model the observed variation in the fraction of individuals testing
positive for the STI of interest in different studies. The beta distribution parameters are set to
take into account both (a) the expected variation in the true STI prevalence between different
studies populations and (b) the expected variation in the performance (sensitivity and
specificity) of the diagnostic method used in the study of interest. Although we previously
specified a prior distribution to represent the variance in respect of (a), we have fixed these
variance parameters at the posterior means estimated previously [48] for the purpose of the
present analysis.
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The data sources on which the likelihood values are based are summarized in Tables S18-
S22. These are the same data sources as considered previously [48], except that (a) data from
the period prior to 1990 have been excluded, and (b) the systematic review of STI prevalence
data has been updated to identify more recent STI prevalence data. Data from the period prior
to 1990 have been excluded because the simulation starts in 1985 and a 5-year ‘burn-in’ was
deemed necessary in order to remove dependence on the assumed baseline STI prevalence
levels.
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Table S18: Syphilis prevalence estimates
Study Year Sample Location n Prev. Diagnostic
Coetzee [203] 1990-2 ANC Cape Town 1973 5.2% Non-trep. + trep.
Opai-Tetteh et al [204] - ANC Durban 200 11.0% Non-trep. + trep.
Bam et al [205] 1990 ANC Bloemfontein 971 15.7% Non-trep. + trep.
Hoosen et al [206] - ANC Durban 32 12.0% Non-trep. + trep.
Qolohle et al [207] 1993 ANC Durban 363 9.4% Non-trep. + trep.
Govender et al [208] 1994 ANC Durban 168 12.0% Non-trep. + trep.
Kharsany et al [209] 1994 ANC Durban 52 26.9% Non-trep.
Sturm et al [210] 1995 ANC Hlabisa 327 12.0% Non-trep. + trep.
Sturm et al [211] 1996 ANC Hlabisa 327 8.4% Non-trep. + trep.
Mashiane et al [212] 1997 ANC Pretoria 3000 12.4% Non-trep. + trep.
Dawadi et al [213] 1997-8 ANC Hewu 271 8.5% Non-trep.
Myer et al [214] 1998-2000 ANC Hlabisa 7391 7.5% Non-trep.
Sturm et al [210] 1999 ANC Hlabisa 245 6.0% Non-trep. + trep.

2002 ANC Hlabisa 449 2.0% Non-trep. + trep.
Bronzan et al [215] 2001-2 ANC Eastern Cape 1250 6.3% Non-trep. + trep.
Mothupi et al [216] 2002 ANC Johannesburg 16537 1.0% Non-trep. + trep.
Frohlich et al [217] 2002 ANC Vulindlela 39 2.6% Non-trep. + trep.
Sebitloane et al [218] 2003-5 ANC Durban 801 5.2% Non-trep.
Dinh et al [219] 2005-6 ANC Gauteng 982 4.0% Non-trep.

Northern Cape 1026 5.8% Non-trep.
Devjee et al [220] 2005 ANC Durban 1856 5.4% Non-trep. + trep.
Perti et al [221] - ANC Johannesburg 390 1.3% Non-trep.
Ramjee et al [130] 1996-2000 CSW KZN 395 31.4% Non-trep. + trep.
Steen et al [222] 1996-7 CSW Virginia 407 33.8% Non-trep. + trep.
Dunkle et al [27] 1996-7 CSW Johannesburg 295 25.6% Non-trep. + trep.
Williams et al [17] 1998 CSW Khutsong 121 23.3% Non-trep. + trep.
Williams et al [223] 2000 CSW Khutsong 93 34.4% Non-trep. + trep.
Vickerman et al [224] 2000 CSW Johannesburg 310 11% Non-trep.
Ndhlovu et al [189] 2001 CSW Khutsong 101 21.0% Non-trep. + trep.
Schneider et al [225] 1994 FPC Bushbuck-

ridge
249 5.0% Non-trep. + trep.

Wilkinson et al [163] - FPC Hlabisa 189 8.0% Non-trep. + trep.
Kharsany et al [209] 1994 FPC Durban 55 21.8% Non-trep.
Hoosen et al [226] - FPC Durban 40 8.0% Non-trep. + trep.
Fehler et al [227] - FPC Johannesburg 210 8.6% Non-trep. + trep.
Frohlich et al [217] 2002 FPC Vulindlela 221 2.3% Non-trep. + trep.
Cronje et al [228] - HH, F 20-49 Urban FS 403 15.5% Non-trep. + trep.

HH, F 20-49 Rural FS 465 12.3% Non-trep. + trep.
Colvin et al [229] 1995 HH, F 15-49 Hlabisa 142 8.5% Non-trep. + trep.
Williams et al [17] 1998 HH, F 15-59 Khutsong 712 9.7% Non-trep. + trep.
Auvert et al [144] 1999 HH, F 15-24 Khutsong 622 4.5% Non-trep. + trep.
Colvin et al [229] 1995 HH, M 15-49 Hlabisa 86 9.3% Non-trep. + trep.
Williams et al [17] 1998 HH, M 15-59 Khutsong 475 6.1% Non-trep. + trep.
Auvert et al [144] 1999 HH, M 15-24 Khutsong 560 1.8% Non-trep. + trep.
Williams et al [223] 2000 HH, M 15-19 Khutsong 606 8.1% Non-trep. + trep.
Ndhlovu et al [189] 2001 HH, M 15-59 Khutsong 532 5.0% Non-trep. + trep.
Auvert et al [230] 2002 HH, M 15-49 Orange Farm 438 3.2% Non-trep. + trep.
ANC = antenatal clinic attenders. CSW = commercial sex workers. F = females. FPC = family planning clinic
attenders. FS = Free State. HH = households. KZN = KwaZulu-Natal. M = males. Non-trep. = non-treponemal
assay. Prev. = prevalence. Trep. = treponemal assay.
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Table S19: Gonorrhoea prevalence estimates
Study Year Sample Location n Prev. Diagnostic
Hoosen et al [206] - ANC Durban 32 6.0% Culture
Govender et al [208] 1994-5 ANC Durban 168 3.0% Culture
Kharsany et al [209] 1994 ANC Durban 52 5.8% Culture
Rours et al [231] 1996-7 ANC Johannesburg 766 8.5% LCR on urine
Sturm et al [211] 1996 ANC Hlabisa 327 7.8% Culture
Sturm et al [210] 1999 ANC Hlabisa 245 7.0% PCR on swabs
Sturm et al [232] - ANC Hlabisa 185 7.6% -*
Sturm et al [210] 2002 ANC Hlabisa 449 4.0% PCR on swabs
Odendaal et al [233] 2002 ANC Cape Town 343 0.9% Culture
Frohlich et al [217] 2002 ANC Vulindlela 48 4.2% SDA on swabs
Moodley et al [234] 2008-10 ANC Durban 1459 6.4% SDA on swabs
Ramjee et al [130] 1996-2000 CSW KZN 387 10.3% Culture
Steen et al [222] 1996-7 CSW Virginia 407 17.3% LCR on urine
Dunkle et al [27] 1996-7 CSW Johannesburg 295 23.3% LCR on urine
Williams et al [17] 1998 CSW Khutsong 121 15.7% LCR on urine
Williams et al [223] 2000 CSW Khutsong 93 16.1% LCR on urine
Vickerman et al [224] 2000 CSW Johannesburg 310 25% LCR on urine
Ndhlovu et al [189] 2001 CSW Khutsong 101 10.0% LCR on urine
Schneider et al [225] 1994 FPC Bushbuckridge 249 3.0% LCR on urine
Wilkinson et al [163] - FPC Hlabisa 189 4.0% Culture
Kharsany et al [209] 1994 FPC Durban 55 5.5% Culture
Hoosen et al [226] - FPC Durban 40 5.0% Culture
Fehler et al [227] - FPC Johannesburg 210 8.6% LCR on urine
Kleinschmidt et al [235] 1999-2001 FPC Orange Farm 538 3.9% LCR on urine
Frohlich et al [217] 2002 FPC Vulindlela 226 6.6% SDA on swabs
Colvin et al [229] 1995 HH, F 15-49 Hlabisa 137 5.8% LCR on urine
Williams et al [17] 1998 HH, F 15-59 Khutsong 712 6.9% LCR on urine
Auvert et al [144] 1999 HH, F 15-24 Khutsong 622 10.9% LCR on urine
Williams et al [223] 2000 HH, F 15-49 Khutsong 893 8.6% LCR on urine
Ndhlovu et al [189] 2001 HH, F 15-59 Khutsong 878 11.0% LCR on urine
Pettifor et al [236] 2002-3 HH, F 15-19 Peri-urban

townships
2624 3.5% PCR on urine

HH, F 20-24 2002 3.5% PCR on urine
Hurkchand et al [237] 2002 HH, F 20-49 Mbalenhle 399 4.7% PCR on urine
O’Leary et al [238] 2010 HH, F 15-19 Eastern Cape 329 10.6% Aptima on urine
Colvin et al [229] 1995 HH, M 15-49 Hlabisa 85 2.4% LCR on urine
Williams et al [17] 1998 HH, M 15-59 Khutsong 475 3.4% LCR on urine
Auvert et al [144] 1999 HH, M 15-24 Khutsong 560 2.9% LCR on urine
Williams et al [223] 2000 HH, M 15-49 Khutsong 606 3.3% LCR on urine
Ndhlovu et al [189] 2001 HH, M 15-59 Khutsong 532 4.0% LCR on urine
Pettifor et al [236] 2002-3 HH, M 15-19 Peri-urban

townships
2389 1.1% PCR on urine

HH, M 20-24 1455 3.2% PCR on urine
Hurkchand et al [237] 2002 HH, M 20-49 Mbalenhle 291 3.9% PCR on urine
O’Leary et al [238] 2010 HH, M 15-19 Eastern Cape 330 1.8% Aptima on urine
* Diagnosed by culture and a series of genetic tests, which in combination would have had very high sensitivity
and specificity.
ANC = antenatal clinic attenders. CSW = commercial sex workers. F = females. FPC = family planning clinic
attenders. HH = households. KZN = KwaZulu-Natal. LCR = ligase chain reaction test. M = males. PCR =
polymerase chain reaction test. Prev. = prevalence. SDA = strand displacement amplification.
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Table S20: Chlamydial infection prevalence estimates
Study Year Sample Location n Prev. Diagnostic
Hoosen et al [206] - ANC Durban 32 41.0% DIF
Kharsany et al [209] 1994 ANC Durban 52 19.2% DIF
Rours et al [231] 1996-7 ANC Johannesburg 766 12% LCR on urine
Sturm et al [211] 1996 ANC Hlabisa 327 12.9% DIF
Sturm et al [210] 1999 ANC Hlabisa 245 11.0% PCR on swabs
Sturm et al [232] - ANC Hlabisa 185 13.5% -*
Sturm et al [210] 2002 ANC Hlabisa 449 11.0% PCR on swabs
Odendaal et al [233] 2002 ANC Cape Town 343 11.7% PCR on swabs
Frohlich et al [217] 2002 ANC Vulindlela 48 8.3% SDA on swabs
Govender et al [239] 2005 ANC Cape Town 219 18.7% PCR on swabs
Moodley et al [234] 2008-10 ANC Durban 1459 17.8% SDA on swabs
Ramjee et al [26] 1996-7 CSW KZN 145 16.4% DIF
Steen et al [222] 1996-7 CSW Virginia 407 14.3% LCR on urine
Dunkle et al [27] 1996-7 CSW Johannesburg 295 8.4% LCR on urine
Williams et al [17] 1998 CSW Khutsong 121 9.1% LCR on urine
Williams et al [223] 2000 CSW Khutsong 93 12.9% LCR on urine
Vickerman et al [224] 2000 CSW Johannesburg 310 17% LCR on urine
Ndhlovu et al [189] 2001 CSW Khutsong 101 8.0% LCR on urine
Schneider et al [225] 1994 FPC Bushbuckridge 249 12.0% LCR on urine
Wilkinson et al [163] - FPC Hlabisa 189 8.0% DIF
Kharsany et al [209] 1994 FPC Durban 55 12.7% DIF
Hoosen et al [226] - FPC Durban 40 15.0% DIF
Fehler et al [227] - FPC Johannesburg 210 18.1% LCR on urine
Kleinschmidt et al [235] 1999-2001 FPC Orange Farm 539 14.1% LCR on urine
Frohlich et al [217] 2002 FPC Vulindlela 226 8.8% SDA on swabs
Colvin et al [229] 1995 HH, F 15-49 Hlabisa 140 6.4% LCR on urine
Williams et al [17] 1998 HH, F 15-59 Khutsong 712 8.1% LCR on urine
Auvert et al [144] 1999 HH, F 15-24 Khutsong 622 14.6% LCR on urine
Williams et al [223] 2000 HH, F 15-49 Khutsong 893 13.8% LCR on urine
Ndhlovu et al [189] 2001 HH, F 15-59 Khutsong 878 12.0% LCR on urine
Auvert et al [230] 2002 HH, F 15-49 Orange Farm 492 6.9% PCR on urine
Pettifor et al [236] 2002-3 HH, F 15-19 Semi-urban

townships
2624 9.1% PCR on urine

HH, F 20-24 2002 10.8% PCR on urine
Hurkchand et al [237] 2002 HH, F 20-49 Mbalenhle 399 6.5% PCR on urine
O’Leary et al [238] 2010 HH, F 15-19 Eastern Cape 329 23.1% Aptima on urine
Colvin et al [229] 1995 HH, M 15-49 Hlabisa 90 5.6% LCR on urine
Williams et al [17] 1998 HH, M 15-59 Khutsong 475 5.2% LCR on urine
Auvert et al [144] 1999 HH, M 15-24 Khutsong 560 4.8% LCR on urine
Williams et al [223] 2000 HH, M 15-49 Khutsong 606 12.4% LCR on urine
Ndhlovu et al [189] 2001 HH, M 15-59 Khutsong 532 7.0% LCR on urine
Auvert et al [230] 2002 HH, M 15-49 Orange Farm 438 6.2% PCR on urine
Pettifor et al [236] 2002-3 HH, M 15-19 Semi-urban

townships
2389 3.5% PCR on urine

HH, M 20-24 1455 10.1% PCR on urine
Hurkchand et al [237] 2002 HH, M 20-49 Mbalenhle 291 8.2% PCR on urine
O’Leary et al [238] 2010 HH, M 15-19 Eastern Cape 330 8.2% Aptima on urine
* Diagnosed by culture and a series of genetic tests, which in combination would have had very high sensitivity
and specificity.
ANC = antenatal clinic attenders. CSW = commercial sex workers. DIF = direct immunofluorescence. F =
females. FPC = family planning clinic attenders. HH = households. KZN = KwaZulu-Natal. LCR = ligase chain
reaction test. M = males. PCR = polymerase chain reaction test. Prev. = prevalence. SDA = strand displacement
amplification.
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Table S21: Trichomoniasis prevalence estimates
Study Year Sample Location n Prev. Diagnostic
Hoosen et al [206] - ANC Durban 32 19.0% Wet mount
Govender et al [208] 1994-5 ANC Durban 168 21.0% Wet mount
Kharsany et al [209] 1994 ANC Durban 52 51.9% Culture
Funk et al [240] 1995 ANC Pretoria 798 12.3% Wet mount
Sturm et al [211] 1996 ANC Hlabisa 327 41.4% Culture
Sturm et al [210] 1999 ANC Hlabisa 245 32.0% PCR on swabs
Sturm et al [232] 2001 ANC Hlabisa 185 36.8% -*
Sturm et al [210] 2002 ANC Hlabisa 449 27.0% PCR on swabs
Frohlich et al [217] 2002 ANC Vulindlela 48 20.8% PCR on swabs
Sebitloane et al [218] 2003-5 ANC Durban 801 10.7% Culture
Moodley et al [234] 2008-10 ANC Durban 1459 15.3% PCR on swabs
Ramjee et al [130] 1996-2000 CSW KZN 392 35.7% Wet mount
Dunkle et al [27] 1996-7 CSW Johannesburg 295 16.8% Wet mount
Schneider et al [225] 1994 FPC Bushbuckridge 249 18.0% Wet mount
Wilkinson et al [163] - FPC Hlabisa 189 14.0% Culture
Kharsany et al [209] 1994 FPC Durban 55 25.5% Culture
Hoosen et al [226] - FPC Durban 40 20.0% Culture
Fehler et al [227] - FPC Johannesburg 210 10.6% Culture
Kleinschmidt et al [235] 1999-2001 FPC Orange Farm 547 7.5% Culture
Frohlich et al [217] 2002 FPC Vulindlela 226 23.9% PCR on swabs
Cronje et al [228] - HH, F 20-49 Urban FS 405 29.6% Wet mount

HH, F 20-49 Rural FS 470 27.4% Wet mount
O’Leary et al [238] 2010 HH, F 15-19 Eastern Cape 329 5.8% Aptima on urine
Charumilind et al [241] 2003 HH, M 20-54 Johannesburg 1458 5.6% PCR on urine
O’Leary et al [238] 2010 HH, M 15-19 Eastern Cape 330 0.0% Aptima on urine
* Diagnosed by culture and a series of genetic tests, which in combination would have had very high sensitivity
and specificity.
ANC = antenatal clinic attenders. CSW = commercial sex workers. F = females. FPC = family planning clinic
attenders. FS = Free State. HH = households. KZN = KwaZulu-Natal. M = males. PCR = polymerase chain
reaction test. Prev. = prevalence.
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Table S22: Genital herpes (HSV-2) prevalence estimates
Study Year Sample Location n Prev. Diagnostic
Sturm [242] 2002 ANC Hlabisa 417 65.0% Western blot
Perti et al [221] - ANC Johannesburg 390 58.7% Western blot
Ramjee et al [130] 1996-2000 CSW KZN 416 84.0% ELISA
Mlaba et al [243] - FPC Johannesburg 210 73.0% -*
Auvert et al [144] 1999 HH, F 15-24 Khutsong 771 53.3% ELISA
Jewkes et al [244] 2003 HH, F 15-24 Eastern Cape 1416 29.3% -*
Auvert (personal 2002 HH, F 18-24 Orange Farm 132 45.5% ELISA

communication) HH, F 25-49 285 87.7%
2007 HH, F 18-24 477 34.4%

HH, F 25-49 723 81.6%
2010 HH, F 18-24 434 32.3%

HH, F 25-49 783 78.0%
2012 HH, F 18-24 1050 32.2%

HH, F 25-49 1753 76.6%
Auvert et al [144] 1999 HH, M 15-24 Khutsong 718 17.0% ELISA
Jewkes et al [244] 2003 HH, M 15-24 Eastern Cape 1360 10.2% -*
Jean et al [245] 2002 HH, M 18-29 Orange Farm 225 20.9% ELISA

HH, M 30-49 151 58.9%
2007 HH, M 18-29 735 11.7%

HH, M 30-49 235 57.9%
2010 HH, M 18-29 699 13.4%

HH, M 30-49 321 59.8%
2012 HH, M 18-29 1971 11.4%

HH, M 30-49 927 54.4%
* Diagnosed by a number of tests, which in combination would have had very high sensitivity and specificity.
ANC = antenatal clinic attenders. CSW = commercial sex workers. ELISA = enzyme linked immunosorbent
assay. F = females. FPC = family planning clinic attenders. HH = households. KZN = KwaZulu-Natal. M =
males. Prev. = prevalence.

Assumptions about the sensitivity and specificity of the different assays are summarized in
Table S23. Again, these are the same assumptions as made previously [48], except that new
assays have been added to the list (SDA on swabs and Gen-Probe/Aptima on urine).
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Table S23: Assumed sensitivity and specificity of different diagnostics

STI Diagnostic Sex
Sensitivity Specificity

Ref
Mean SD Mean SD

Syphilis Non-treponemal
+ treponemal assays

M, F 0.956 0.02 1 0 [246-249]

Non-treponemal assay M, F 0.956 0.02 0.98 0.02 [106, 107, 249-
251]

Gonorrhoea Culture F 0.742 0.193 0.998 0.005 [252]
LCR on urine M 0.921 0.029 1 0 [57, 253]

F 0.838 0.191 1 0 [252]
PCR on urine M 0.904 0.029 0.997 0.007 [254]

F 0.556 0.202 0.987 0.018 [254]
PCR on swabs F 0.942 0.046 0.992 0.012 [254]
SDA on swabs F 0.955 0.998 0.051 0.003 [255-257]
Aptima on urine M, F 0.886 0.998 0.138 0.001 [258-260]

Chlamydial
infection

Direct immunofluorescence F 0.763 0.02 0.988 0.008 [261-263]
LCR on urine M 0.875 0.121 1 0 [252]

F 0.866 0.121 1 0 [252]
PCR on urine F 0.833 0.139 0.995 0.007 [254]
PCR on swabs F 0.855 0.116 0.996 0.005 [254]
SDA on swabs F 0.868 0.993 0.105 0.009 [255-257, 264]
Aptima on urine M, F 0.939 0.995 0.045 0.001 [258-260]

Trichomoniasis Wet mount F 0.59 0.123 0.991 0.021 [265]
Culture F 0.689 0.131 1 0 [232, 266-268]
PCR on swabs F 0.95 0.05 0.98 0.024 [269]
PCR on urine M 0.95 0.05 0.98 0.024 -
Aptima on urine M, F 0.855 0.991 0.108 0.008 [270, 271]

Genital herpes ELISA M, F 0.95 0.951 0.03 0.037 [272-276]
Western blot M, F 0.914 1 0.03 0 [272, 273]

F = females. LCR = ligase chain reaction. M = males. PCR = polymerase chain reaction. SD = standard
deviation. SDA = strand displacement amplification.

4. Model fits to STI prevalence data

Figure S11 shows the estimates of antenatal HIV prevalence, for the 100 best-fitting
parameter combinations in both models. The two models give a similarly good fit to the data:
although the network model provides a slightly better fit to the prevalence trend in the 15-19
age group, the network model also tends to slightly over-estimate HIV prevalence in women
aged 20-29 in recent years. Both models are roughly consistent with the antenatal HIV
prevalence data from the pre-1997 period, although these data have not been used in defining
the likelihood function.
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(c) 20-24
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(d) 25-29
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(e) 30-34

Network Frequency-dependent Survey Survey
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(f) 35-39
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Figure S11: HIV prevalence in pregnant women
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Closed
circles represent data used in the likelihood definition, while open diamonds represent data not used in the
likelihood definition.
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Figure S12 shows the HIV prevalence in the general population, stratified by age and sex.
Again, both models provide a similarly good fit to the data, although both models appear to
over-estimate HIV prevalence among older men in the most recent survey. This may be
because both models assume that the rate of ART uptake is the same in men and women,
when in reality men are be less likely to be treated, and hence less likely to survive with HIV
to older ages [277].
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(b) Females, 2005
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(c) Males 2008
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(d) Females, 2008
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(e) Males 2012
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Figure S12: HIV prevalence by age and sex
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Survey data
are from the national household surveys conducted by the HSRC in 2005, 2008 and 2012.
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Figure S13 shows the estimates of the seroprevalence of syphilis. Both models are roughly
consistent with the empirical data, and it is reassuring that both models predict a decline in
antenatal syphilis prevalence consistent with that observed in the national antenatal surveys,
even though the nationally-representative survey data have not been included in the
likelihood definition. However, there is substantial variation in the empirical estimates of
syphilis prevalence, which is a reflection of the non-standard way in which the data have
been collected (studies have been conducted in different communities, using different
diagnostics, and are mostly based on relatively small sample sizes).
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(b) All women
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(c) Men
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(d) Sex workers

Figure S13: Seroprevalence of syphilis
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Model
estimates of seroprevalence include individuals in the immune states but exclude individuals in the incubation
phase, to reflect the delay in the development of syphilis antibodies and antibody clearance following resolution
of syphilis. Model estimates in panels (b) and (c) are for the 15-49 age group. Closed circles represent data used
in the likelihood definition, while open diamonds represent data not used in the likelihood definition. Survey
data in panel (b) include data from household surveys and surveys of women attending family planning clinics.

Figure S14 compares the model estimates of gonorrhoea prevalence. The frequency-
dependent model appears to provide a better fit to the data than the network model. In women
aged 15-49, the network model predicts a steeper decline in gonorrhoea prevalence than
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suggested by the data, although there are very few recent studies, and the only two studies
conducted since 2002 were conducted in sexually-active schoolgirls and pregnant women –
groups known to be at a relatively high risk of gonorrhoea [278]. In sex workers the network
model tends to over-estimate gonorrhoea prevalence. This might be because asymptomatic
gonorrhoea in sex workers often resolves due to treatment for other STIs, and this dynamic
has not been modelled accurately in either model.
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Figure S14: Prevalence of gonorrhoea
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Model
estimates in panels (a) and (b) are for the 15-49 age group. Empirical estimates (closed circles) have been
adjusted to reflect the expected sensitivities and specificities of the diagnostics used in the different studies (see
Tables S19 and S23). Survey data in panel (a) include data from household surveys, antenatal surveys and
surveys of women attending family planning clinics.

Figure S15 shows the estimated prevalence of chlamydia. The two models produce similar
fits to the survey data. However, neither model is consistent with the very high levels of
chlamydia prevalence measured in recent surveys of women (panel a). This might be because
the three most recent data points are from samples of pregnant women and sexually-active
schoolgirls, and chlamydia prevalence is known to be particularly high in such samples of
young women [278, 279]. Given the lack of recent data, it is difficult to argue with
confidence that there has been a real increase in chlamydia prevalence over the last decade.
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(b) Men
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Figure S15: Prevalence of chlamydia
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Model
estimates in panels (a) and (b) are for the 15-49 age group. Empirical estimates (closed circles) have been
adjusted to reflect the expected sensitivities and specificities of the diagnostics used in the different studies (see
Tables S20 and S23). Survey data in panel (a) include data from household surveys, antenatal surveys and
surveys of women attending family planning clinics.

Figure S16 shows the estimated prevalence of trichomoniasis. Consistent with the female
prevalence data, both models estimate a steady decline in the prevalence of trichomoniasis
from 1990 to 2010. Few studies have estimated the prevalence of trichomoniasis in men in
the general population and in sex workers, but the two models produce similar prevalence
estimates in both cases.
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(b) Men
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Figure S16: Prevalence of trichomoniasis
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Model
estimates in panels (a) and (b) are for the 15-49 age group. Empirical estimates (closed circles) have been
adjusted to reflect the expected sensitivities and specificities of the diagnostics used in the different studies (see
Tables S21 and S23). Survey data in panel (a) include data from household surveys, antenatal surveys and
surveys of women attending family planning clinics.

Figure S17 shows the model estimates of the prevalence of HSV-2. Although the frequency-
dependent model provides a slightly better fit to the empirical data when considering young
women (panel c), the network model produces a better fit to the empirical data when
considering men aged 30-49 (panel f). Although it is concerning that there is little HSV-2
prevalence data and that most of the data come from a single community (Orange Farm in the
Gauteng province), it is reassuring that both models produce an HSV-2 prevalence estimate
consistent with that measured in a national survey of antenatal clinics [201], even though the
national data have not been included in the definition of the likelihood function (panel a).
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(a) Pregnant women
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(b) Sex workers
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(c) Women aged 15-24
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(e) Men aged 15-29

Survey data Frequency-dependent Network
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(d) Women aged 25-49
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(f) Men aged 30-49

Figure S17: Prevalence of genital herpes (HSV-2)
Solid lines represent the average results obtained using the 100 best-fitting parameter combinations. Model
estimates in panels (b) and (c) are for the 15-49 age group. Closed circles represent data used in the likelihood
definition, while open diamonds represent data not used in the likelihood definition. All survey estimates have
been adjusted to reflect the expected sensitivities and specificities of the diagnostics used in the different studies
(see Tables S22 and S23).
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5. Correlates of model outputs

Table S24 shows the extent to which the differences between the network and frequency-
dependent model outputs are explained by individual parameters. The second column shows
the results of a multivariate regression model fitted to the endemic prevalence ratio (the 100
parameter combinations used in this analysis are the same as those used to generate the
results in Table 2 and Figure 2 of the main text). When considering the predictors of the ratio
of the endemic STI prevalence in the network model to that in the frequency-dependent
model, a number of points emerge:
 For all STIs with the exception of HIV, the endemic prevalence ratio is positively

associated with the STI transmission probabilities (or not significantly associated).
This is in contrast to findings from simpler models, in which there is assumed to be no
heterogeneity in sexual behaviour and no STI immunity [280]. We speculate that
when there is heterogeneity in behaviour and STI immunity, this creates a virtual
threshold above which STI prevalence is unlikely to rise, and because this virtual
threshold is similar for the two models, the ratio of the network model to the
frequency-dependent model prevalence estimates increases towards 1 as the STI
transmission probabilities increase. In the case of HIV the thresholds are less
significant, in part because there is assumed to be no HIV immunity and in part
because the transmission probabilities in long-term relationships are relatively high
(when compared with genital herpes), so that the proportion of the population that can
potentially be infected is much higher.

 The level of immunity following STI recovery is in most cases negatively associated
with the endemic prevalence ratio. This is because higher levels of immunity
following recovery imply a lower likelihood that an individual can reinfect the partner
from whom they acquired an STI (which in turn implies greater bias due to the
frequency-dependent assumption that newly-infected individuals can transmit their
infection while they remain in contact with the partner from whom they acquired the
infection).

 For most STIs, the average duration of the infectious period is positively associated
with the endemic prevalence ratio. This is because longer durations of infectiousness
imply lower early transmission fractions and hence less bias associated with the
frequency-dependent assumption.

 For most STIs, the fraction of STIs that are correctly treated is negatively associated
with the endemic prevalence ratio. This is because a greater treatment effectiveness
implies a higher early transmission fraction, and hence a greater bias due to the
frequency-dependent assumption.

 A higher level of infectiousness in the acute stage of HIV infection is associated with
a lower endemic prevalence ratio. This is to be expected, since a higher acute
infectivity parameter is associated with a greater early transmission fraction and hence
a greater bias due to the frequency-dependent assumption. However, it is unexpected
that the relative level of infectiousness in the advanced stage of HIV disease is also
negatively associated with the endemic prevalence ratio.
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Table S24: Factors affecting differences between the network and frequency-dependent models

* Significant at p <0.05 level. ** Significant at p <0.005 level. 95% confidence intervals around coefficients are shown in brackets.
F-to-M = female-to-male; M-to-F = male-to-female; SM = syndromic management; SW = sex worker.

Parameters
Endemic

prevalence ratio

Reduction in incidence due to
50% less commercial sex

Reduction in incidence due to 50% less
unprotected sex in spousal relationships

Network
Frequency-
dependent

Difference Network
Frequency-
dependent

Difference

HIV
Transmission probability per sex act

M-to-F, non-spousal -1.87 (-2.77; -0.96)** -13.7 -18.4 4.7 (-19.5; 28.9) -9.4 -3.0 -6.4 (-20.1; 7.3)
F-to-M, non-spousal 12.7 (9.90-15.5)** -80.7 -10.2 -70.5 (-153.0; 12.1) -47.2 -10.5 -36.7 (-83.4; 10.0)
M-to-F, spousal -11.1 (-18.6; -3.56)** -0.9 -0.6 -0.3 (-40.1; 39.5) 16.1 18.6 -2.9 (-25.1; 20.1)
F-to-M, spousal -3.53 (-13.1; 6.00) 8.6 -2.6 11.2 (-38.8; 61.2) 16.0 30.5 -14.5 (-42.9; 13.9)

Relative infectiousness, acute HIV -0.002 (-0.003; -0.001)** -0.0047 -0.0046 0.000 (-0.007; 0.007) -0.0044 -0.0005 -0.004 (-0.008; 0.000)*
Relative infectiousness, AIDS -0.004 (-0.007; -0.002)** 0.031 0.009 0.022 (-0.005; 0.050) 0.017 0.001 0.016 (0.000; 0.032)
Initial prevalence in high-risk women 1.38 (0.41; 2.35)* -11.9 -2.92 -8.98 (-14.29; -3.67)** 1.17 -0.13 1.30 (-1.72; 4.32)
Bias in self-reported condom use 0.00 (-0.02; 0.02) 0.156 0.067 0.089 (-0.193; 0.371) -0.094 0.001 -0.095 (-0.255; 0.064)
Genital herpes
Transmission probability per sex act

M-to-F, non-spousal 3.58 (2.58; 4.57)** -0.45 -1.45 1.01 (-1.47; 3.48) 0.17 -0.11 0.29 (-0.34; 0.92)
F-to-M, non-spousal 7.36 (6.08; 8.64)** -10.85 -10.00 -0.85 (-11.41; 9.71) 2.12 0.98 1.14 (-1.56; 3.83)
M-to-F, spousal -5.04 (-13.4; 3.30) 1.59 -0.28 1.87 (-16.31; 20.04) -3.32 -0.01 -3.30 (-7.94; 1.22)
F-to-M, spousal 9.15 (-53.5; 71.8) -66.8 -3.4 -63.4 (-189.8; 63.1) 41.3 16.7 24.7 (-7.6; 56.9)
Client-to-SW -3.67 (-11.1; 3.77) -0.11 2.17 -2.28 (-19.06; 14.51) 1.73 -0.04 1.77 (-2.50; 6.04)

% of cases that become symptomatic 0.08 (-0.02; 0.17) -0.132 -0.018 -0.114 (-0.251; 0.023) -0.015 -0.002 -0.013 (-0.048; 0.022)
Annual # reactivations: males 0.000 (-0.004; 0.004) -0.0003 -0.0003 -0.000 (-0.007; 0.007) -0.001 0.000 -0.001 (-0.002; 0.001)
Annual # reactivations: females -0.001 (-0.008; 0.007) -0.0081 -0.0003 -0.008 (-0.021; 0.006) -0.002 0.000 -0.002 (-0.006; 0.001)
Relative infectiousness, symptomatic 0.000 (-0.001; 0.000) -0.0013 -0.0003 -0.001 (-0.002; 0.001) 0.000 0.000 0.000 (-0.0004; 0.0004)
Annual decline in reactivations -0.09 (-0.31; 0.13) 0.012 0.019 -0.007 (-0.371; 0.357) 0.028 0.000 0.028 (-0.065; 0.121)
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Table S24 (continued)

* Significant at p <0.05 level. ** Significant at p <0.005 level. 95% confidence intervals around coefficients are shown in brackets.
F-to-M = female-to-male; M-to-F = male-to-female; SM = syndromic management; SW = sex worker.

Parameters
Endemic

prevalence ratio

Reduction in incidence due to
50% less commercial sex

Reduction in incidence due to 50% less
unprotected sex in spousal relationships

Network
Frequency-
dependent

Difference Network
Frequency-
dependent

Difference

Syphilis
Transmission probability per sex act

M-to-F 0.67 (0.35; 0.98)** -2.60 -0.52 -2.08 (-3.35; -0.81)** 0.37 0.05 0.32 (-0.96; 1.60)
F-to-M 0.91 (0.35; 1.47)** -3.30 -1.16 -2.14 (-4.07; -0.20)* -0.55 -0.11 -0.44 (-2.41; 1.54)

Average duration (in years)
Primary infection (untreated) -0.28 (-0.94; 0.39) 0.91 -0.31 1.21 (-0.24; 2.66) 0.92 0.13 0.79 (-0.70; 2.28)
Secondary infection (untreated) 0.67 (0.27; 1.07)** -1.27 -0.45 -0.81 (-1.71; 0.08) 0.07 0.09 -0.02 (-0.94; 0.91)
Latent infection 0.005 (-0.006; 0.016) -0.020 0.005 -0.025 (-0.049; -0.001)* -0.003 -0.001 -0.002 (-0.027; 0.023)
Immunity following primary/2ndary -0.43 (-0.69; -0.18)** 0.42 -0.10 0.52 (0.09; 0.96)* 0.06 0.02 0.04 (-0.41; 0.49)
Immunity following latency 0.06 (-0.05; 0.17) 0.028 0.017 0.01 (-0.13; 0.16) -0.03 0.00 -0.03 (-0.18; 0.12)

% symptoms correctly treated pre-SM -0.60 (-0.89; -0.32)** 1.68 0.19 1.49 (0.68; 2.29)** 0.10 0.05 0.05 (-0.78; 0.87)
% reduction in 2ndary health seeking 0.28 (0.17; 0.38)** -1.03 -0.02 -1.02 (-5.33; 3.30) -0.12 -0.03 -0.09 (-0.50; 0.32)
% not immune after treatment of

primary infection
0.26 (-0.10; 0.61) 0.19 0.03 0.15 (-0.38; 0.69) -0.18 -0.02 -0.15 (-0.70; 0.40)

Gonorrhoea
Transmission probability per sex act

M-to-F 0.03 (-0.09; 0.15) -0.05 -0.03 -0.02 (-0.10; 0.06) -0.01 -0.06 0.05 (0.02; 0.08)**
F-to-M 0.35 (0.13; 0.56)** -0.14 -0.09 -0.05 (-0.23; 0.13) -0.06 -0.17 0.11 (0.05; 0.17)**

% of cases that become symptomatic
Male -0.03 (-0.23; 0.18) 0.12 0.04 0.08 (-0.07; 0.23) 0.04 0.06 -0.02 (-0.07; 0.02)
Female -0.15 (-0.23; -0.07)** 0.08 0.01 0.07 (0.01; 0.14)* 0.00 0.02 -0.02 (-0.04; 0.00)

Average duration (in years)
Male infection (untreated) 0.10 (0.03; 0.16)** -0.05 -0.01 -0.04 (-0.08; 0.01) -0.01 -0.02 0.01 (0.00; 0.03)
Female infection (untreated) 0.25 (0.17; 0.33)** -0.13 -0.03 -0.10 (-0.17; -0.03)** 0.00 -0.05 0.05 (0.02; 0.08)**
Immunity -0.07 (-0.10; -0.05)** 0.000 0.000 0.000 (0.000; 0.001) 0.000 0.000 0.000 (0.000; 0.000)

% immune after treatment cure -0.14 (-0.18; -0.10)** 0.032 -0.014 0.046 (0.001; 0.091)* -0.018 -0.015 -0.003 (-0.018; 0.012)
% symptoms correctly treated pre-SM -0.06 (-0.20; 0.07) 0.03 0.02 0.01 (-0.07; 0.09) 0.00 0.03 -0.04 (-0.06; -0.01)*
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Table S24 (continued)

* Significant at p <0.05 level. ** Significant at p <0.005 level. 95% confidence intervals around coefficients are shown in brackets.
F-to-M = female-to-male; M-to-F = male-to-female; SM = syndromic management; SW = sex worker.

Parameters
Endemic

prevalence ratio

Reduction in incidence due to
50% less commercial sex

Reduction in incidence due to 50% less
unprotected sex in spousal relationships

Network
Frequency-
dependent

Difference Network
Frequency-
dependent

Difference

Chlamydia
Transmission probability per sex act

M-to-F 0.21 (-0.01; 0.43) -0.04 -0.01 -0.02 (-0.11; 0.06) -0.01 -0.08 0.07 (0.04; 0.10)**
F-to-M 0.42 (0.30; 0.54)** -0.01 -0.06 0.05 (-0.04; 0.15) -0.02 -0.21 0.18 (0.14; 0.23)**

% of cases that become symptomatic
Male -0.22 (-0.30; -0.15)** 0.0004 -0.0002 0.00 (-0.06; 0.06) -0.005 0.008 -0.01 (-0.03; 0.01)
Female -0.11 (-0.28; 0.05) 0.0031 -0.0005 0.00 (-0.10; 0.10) 0.023 0.003 0.02 (-0.01; 0.05)

Average duration (in years)
Symptomatic infection (untreated) -0.05 (-0.14; 0.03) 0.011 0.000 0.01 (-0.02; 0.04) 0.000 0.001 -0.001 (-0.012; 0.010)
Asymptomatic infection (untreated) 0.21 (0.15; 0.27)** -0.008 0.001 -0.01 (-0.05; 0.03) 0.008 -0.005 0.014 (0.000; 0.027)*
Immunity -0.001 (-0.004; 0.003) -0.0006 -0.0002 0.000 (-0.006; 0.005) -0.0022 -0.0012 -0.001 (-0.003; 0.001)

% immune after treatment cure -0.04 (-0.09; 0.00) -0.010 -0.003 -0.007 (-0.035; 0.022) -0.003 0.000 -0.003 (-0.012; 0.007)
% symptoms correctly treated pre-SM -0.08 (-0.23; 0.06) -0.011 0.002 -0.013 (-0.061; 0.036) 0.002 0.007 -0.004 (-0.020; 0.012)
Trichomoniasis
Transmission probability per sex act

M-to-F -0.08 (-0.29; 0.14) -0.06 -0.12 0.06 (-0.01; 0.13) -0.04 -0.11 0.08 (0.03; 0.12)**
F-to-M 2.52 (1.73; 3.31)** -0.84 -1.48 0.64 (0.17; 1.12)* -0.57 -1.69 1.12 (0.80; 1.45)**

% of cases that become symptomatic
Male -0.38 (-0.53; -0.23)** 0.06 0.03 0.03 (-0.03; 0.08) 0.03 0.03 0.00 (-0.03; 0.03)
Female -0.07 (-0.25; 0.10) 0.03 0.00 0.03 (-0.02; 0.08) 0.01 0.02 -0.01 (-0.04; 0.01)

Average duration (in years)
Symptomatic infection (untreated), M 1.62 (0.31; 2.93)* -0.16 -0.11 -0.06 (-0.36; 0.25) 0.06 -0.08 0.14 (-0.01; 0.29)
Symptomatic infection (untreated), F -0.06 (-0.29; 0.17) -0.04 0.00 -0.04 (-0.07; 0.00)* 0.004 -0.004 0.01 (-0.01; 0.03)
Asymptomatic infection (untreated), M 0.38 (0.24; 0.52)** -0.08 -0.03 -0.04 (-0.09; 0.01) -0.05 -0.04 -0.01 (-0.04; 0.01)
Asymptomatic infection (untreated), F 0.05 (0.03; 0.06)** -0.012 0.001 -0.013 (-0.02; -0.007)** -0.001 -0.002 0.001 (-0.002; 0.004)
Immunity -0.05 (-0.09; 0.00)* -0.0002 -0.0004 0.000 (-0.0002; 0.0006) -0.0005 -0.0004 0.000 (-0.0003; 0.0001)

% immune after treatment cure -0.08 (-0.14; -0.02)* -0.020 -0.014 -0.006 (-0.023; 0.12) 0.002 -0.005 0.007 (-0.002; 0.016)
% symptoms correctly treated pre-SM -0.18 (-0.30; -0.06)** -0.018 -0.004 -0.014 (-0.040; 0.012) 0.005 0.007 -0.001 (-0.014; 0.011)



53

The third and fourth columns show the results of multivariate regression models fitted to the
predicted reduction in STI incidence due to a 50% reduction in sex worker contact, for the
network and frequency-dependent models respectively. Each regression model is fitted using
the 100 parameter combinations that yield the best fit to the STI prevalence data, and the
parameter combinations are therefore not the same for the network and frequency-dependent
models. It is therefore not possible to fit one regression model to assess the effect of
individual parameters on the difference between the network and frequency-dependent
models. However, it is possible to calculate the difference between the coefficients of the two
regression models and to assess the statistical significance of these differences (shown in the
fifth column). Since the network model tends to predict a greater impact of a reduction in
commercial sex than the frequency-dependent model (Figure 3a of the main text), a positive
difference in coefficients indicates a parameter that is positively associated with the
difference between the two models. Most of the differences in coefficients are not statistically
significant, but a few parameters are significant:
 The duration of infectiousness tends to be negatively associated with the model

difference (particularly in the case of gonorrhoea and trichomoniasis). This is because
a greater duration of infectiousness is associated with a lower early transmission
fraction and hence less bias due to the frequency-dependent assumption. The smaller
the bias due to the frequency-dependent assumption, the smaller the difference
between the two models in the predicted impact of the behaviour change.

 The fraction of female gonorrhoea cases that become symptomatic and the fraction of
syphilis symptoms that are correctly treated are both positively associated with the
model difference. This is probably because both parameters are positively associated
with the early transmission fraction and thus are associated with greater bias due to
the frequency-dependent assumption.

 Immunity exacerbates the bias due to the frequency-dependent assumption, because in
the absence of immunity a newly-infected individual is more likely to reinfect the
partner from whom they acquired their infection, and there is thus less transmission
potential ‘wasted’ on the partner from whom they acquired the infection. The
immunity parameters for gonorrhoea and syphilis are thus positively associated with
the difference between the two models.

 For both models, and for all STIs, transmission probabilities tend to be negatively
associated with the predicted impact of a reduction in sex worker contact. This is
because in order to maintain the same goodness of fit to the STI prevalence data, any
increase in transmission probability must be compensated for by an increase in
heterogeneity in STI risk, and increases in heterogeneity imply reductions in
intervention impacts [38, 281]. However, the extent of the negative association tends
to be greater for the network model than the frequency-dependent model, especially in
the case of syphilis. This is because commercial sex accounts for a greater fraction of
STI transmission in the network model than the frequency-dependent model, and
hence the network model is more sensitive to changes in the frequency of sex worker
contact.

The sixth and seventh columns of the table show the results of multivariate regression models
fitted to the predicted reduction in STI incidence due to a 50% reduction in unprotected sex in
long-term partnerships, for the network and frequency-dependent models respectively. The
approach adopted is the same as in the previous analysis, except that the predictor in the
regression is different. The final column of the table shows the difference in the regression
coefficients between the two models (the network coefficient less the frequency-dependent
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coefficient). Since the network model tends to predict a smaller impact of a reduction in
unprotected spousal sex than the frequency-dependent model (Figure 3c of the main text), a
positive difference in coefficients indicates a parameter that is negatively associated with the
difference between the two models (i.e. increasing that parameter reduces the extent of the
model difference on average). Most of the differences in coefficients are not statistically
significant, but a few parameters are significant:
 As in the previous analysis, the duration of infectiousness tends to be negatively

associated with the model difference, particularly in the case of the gonorrhoea and
chlamydia. Again, this is because a longer duration of infectiousness is associated
with a lower early transmission fraction and thus less bias due to the frequency-
dependent assumption.

 The relative level of infectiousness in the acute stage of HIV infection is positively
associated with the model difference. This might be because this parameter is
positively associated with the early transmission fraction and thus increases the bias
due to the frequency-dependent assumption.

 For gonorrhoea, chlamydia and trichomoniasis, transmission probabilities are
negatively associated with the model difference. As explained previously, higher
transmission probabilities are associated with greater heterogeneity in STI risk and
thus lower intervention impacts. Because the frequency-dependent model estimates a
greater fraction of STI transmission occurring in long-term partnerships than the
network model, it is more sensitive to the effect of increased condom use in long-term
relationships than the network model, and hence an increase in transmission
probabilities is likely to reduce the extent of the difference between the models.
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