Supplementary material: Detailed statistical analysis methods
Analytical accuracy: To determine whether there was any bias in the production lab measurements when compared to the reference lab measurements, the data were modeled as follows.   Let 
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 is the true value targeted by this measurement, and [image: image9.png]


 is the measurement error assumed to be normally distributed with mean 0 and standard deviation [image: image11.png]
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 is also known as the analytical standard deviation (10).   Let 
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th specimen performed in the production lab, where [image: image20.png]


 is the value targeted by this measurement and [image: image22.png]


 is the measurement error assumed to be normally distributed with mean 0 and standard deviation [image: image24.png]


.  To test whether there was any constant and/or proportional error in the measurements at production lab when compared to those at the reference lab, a Deming regression was used to estimate the following:
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 is the average of the two replicates at the reference lab and [image: image29.png]


 is normally distributed with mean 0 and standard deviation [image: image31.png]2
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 .  To fit the Deming regression, estimates of both [image: image33.png]
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 are needed.  Following Linnet (10), they were estimated as
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The same analysis framework was used for the replicate to replicate comparison within the production lab with [image: image41.png]


 .

The simulation performed in the analytical accuracy analysis was performed in the following steps:

1. Select 37 uniformly spaced values from the interval [-1.129, 1.414], the reportable range.  Call these [image: image43.png]
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.  
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, assume these are the results from the other lab.

4. Compute the correlation of  [image: image49.png]
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 and the percent agreement of the dichotomized measurements (use cutoff 0.4377). 

5. Repeat 1000 times, store the average of the estimates in step 4. 

6. Repeat the simulation with different ranges (at 0.8, 0.5 and 0.25 of the center of [-1.129, 1.414]).

Precision: The following four-way nested ANOVA model was used in the first sub-study.  
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th observations on the [image: image58.png]
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  The repeatability of the assay was estimated by [image: image132.png]n?



  

The following two-way ANOVA model was fitted to the signature scores resulting from the lot to lot testing experiment:
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The reproducibility was estimated by:
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 are the estimates of lot to lot variability due to the WT Ovation  and Encore kits. 

The variability due to operators in the production lab, based on the accuracy study, in which each technical replicate on each specimen was randomized to a distinct operator, was estimated by the following ANOVA model:

[image: image179.png]



where [image: image181.png]Vrijm



 is the [image: image183.png]


th observations on the [image: image185.png]


th specimen in the [image: image187.png]


th risk level, by the [image: image189.png]


th operator. The grand mean is denoted by [image: image191.png]


. The term [image: image193.png]


 is the fixed effect due to the [image: image195.png]


th risk level, [image: image197.png]@iy



 is the effect due to the [image: image199.png]


th specimen within the [image: image201.png]


th risk level, and [image: image203.png]B;iiro)



 is the effect due to the [image: image205.png]


th operator nested within the [image: image207.png]


th risk level and the [image: image209.png]


th specimen. Since the operators are confounded with the technical replicates, [image: image211.png]B;iiro)



 can also be regarded as the model measurement error. The interest is in estimating the standard deviation associated with [image: image213.png]B;iiro)
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 from the precision study above. 
Analytical sensitivity: The following one-way ANOVA model was used to evaluate the difference in the mean signature scores among the 5 concentration levels in the RNA concentration sensitivity study:
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is the fixed effect due to the  [image: image220.png]


th concentration level.

A mixed model was used to test whether the percentage mix of tumor and non-tumor tissue (within the studied percentage range) had an effect on the signature score in the tumor percentage study: 

.
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