**SUPPLEMENTARY DATA**

**METHODS**

**Participants’ demography**

The study comprised 149 participants, including two pathological groups (neurological and cardiac) with a total of 77 patients, as well as 72 controls matched for sex, age, and education (Supplementary Data Tables 1 and 2).

Neurological group: multiple diseases

*Alzheimer’s disease (AD) patients.* A selection of 11 patients was made, all diagnosed following NINCDS-ADRDA criteria (1, 2). In order to be included they must have presented memory and language deficits and early atrophy in the temporal lobes, parietal regions (3, 4), and, in some cases, in the insular cortex (5). Patients who presented logopenic progresssive aphasia and atypical forms of AD (e.g. posterior cortical atrophy), were not included.

*Behavioral variant fronto-temporal dementia (bvFTD) patients.* A group of 9 patients with bvFTD were selected for the study. They were diagnosed following current revised criteria (6). Patients who gave signs of other forms of dementia (e.g. primary progressive aphasia and amyotrophic lateral sclerosis) were discarded.

*Multiple sclerosis (MS) patients.* The study comprised 25 relapsing–remitting MS patients in early disease stages (fulfilling the McDonald’s criteria (7)), diagnosed by two experts and complemented with a clinical standard examination, magnetic resonance imaging, and lumbar puncture, when necessary. Additionally, patients were assessed with the Expanded Disability Status Scale (EDSS) (8) and the Multiple Sclerosis Severity Score (MSSS) (9).

*Stroke (ST) patients.* Seven patients with non-hemorrhagic, fronto-insular lesions provoked from a brain stroke were selected. All were evaluated at least six months post-stroke (the time needed for stability of the lesion and presentation of clinical symptoms).

As exclusion criteria, all neurological patients were screened for cardiac and psychiatric primary conditions. The latter were assessed following WHO’s ICD-10 diagnostic guidelines (10).

Cardiac group: hypertensive disease patients

Participants selected for the cardiac group were chronic outpatients of the Metabolic and Arterial, Hypertension Unit of the Favaloro Foundation Hospital, and they were diagnosed following current revised criteria (11); they presented blood pressure within Grade 1, which defines the hypertension range (12). To confirm the patient’s condition at the time of evaluation, office blood pressure (OBP) readings and ambulatory blood pressure monitoring (ABPM) were measured. To discard secondary ailments, the patients were checked for cognitive impairments, lacunar infarcts, white or grey matter lesions, or psychiatric diseases. Psychiatric features were assessed following WHO’s ICD-10 diagnostic guidelines (10). All patients which presented relevant symptoms were excluded from the study. A total of 25 patients with HTD were included.

**Supplementary Table 1.** Demographic data for both patient groups.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Group** | *N* | **Age** | **Education** |  | **Sex** |
| **Mean** | *SD* | *P-value* | **Mean** | *SD* | *P-value* | **(M:F)** | *P-value* |
| *Neurological* | 52 | 55.13 | 17.43 | <.01\* | 14.71 | 4.56 | NS | (15:37) | NS |
| *Cardiac* | 25 | 66.16 | 9.06 | 15.40 | 3.91 | (12:13) |
| Demographic data for both patient groups, mean and standard deviation (*SD*), *P-value* for the t-test between groups for age and education, and Fisher exact two-tailed for sex. Demographic data (age and education) was assessed using one-way T-tests to compare groups with the STATISTICA data analysis software system (StatSoft, Inc. 2011, version 10. www.statsoft.com.). The sex comparison was done with Fisher exact two tailed test. |

**Supplementary Table 2.** Demographic matching for both patient groups in each dimension.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **Dimension** | **Cardiac group** |  |  | **Neurological group** |  |  |
| **Age** | **Education** | **Sex (M:F)** | **Total N** | **Age** | **Education** | **Sex (M:F)** | **Total N** |
| **C** | **P** | ***P-val*** | **C** | **P** | ***P-val*** | **C** | **P** | ***P-val*** | **C** | **P** | **C** | **P** | ***P-val*** | **C** | **P** | ***P-val*** | **C** | **P** | ***P-val*** | ***C*** | ***P*** |
| *HBD task Accuracy* | 63.86 (8.62) | 66.16 (9.06) | NS | 16.84 (2.32) | 15.40 (3.91) | NS | 11:33 | 12:13 | NS | 44 | 25 | 55.10 (15.78) | 56.10 (16.95) | NS | 16.05 (2.62) | 14.72 (4.62) | NS | 13:37 | 16:46 | NS | 50 | 62 |
| *Meta-cognition* | 64.52 (9.24) | 68.50 (8.07) | NS | 16.83 (2.10) | 15.63 (3.95) | NS | 06:17 | 09:07 | NS | 23 | 16 | 52.47 (16.21) | 54.40 (17.36) | NS | 16.02 (2.47) | 14.94 (4.46) | NS | 12:35 | 14:36 | NS | 47 | 50 |
| *HEP* | 63.02 (9.17) | 66.16 (9.06) | NS | 16.53 (2.54) | 15.40 (3.91) | NS | 12:35 | 12:13 | NS | 47 | 25 | 55.10 (15.78) | 56.06 (17.17) | NS | 16.05 (2.62) | 14.80 (4.66) | NS | 16:46 | 13:36 | NS | 62 | 49 |
| *Brain volume* | 59.60 (12.64) | 65.26 (8.88) | NS | 16.78 (2.25) | 15.87 (3.60) | NS | 11:34 | 11:12 | NS | 45 | 23 | 53.73 (18.00) | 55.12 (18.6) | NS | 15.71 (2.92) | 14.40 (4.41) | NS | 17:34 | 11:31 | NS | 51 | 42 |
| *Brain connectivity* | 61.11 (10.57) | 65.26 (8.88) | NS | 16.92 (2.28) | 15.87 (3.60) | NS | 09:29 | 11:12 | NS | 38 | 23 | 54.31 (17.01) | 54.83 (17.98) | NS | 16.02 (2.68) | 14.54 (4.60) | NS | 13:32 | 11:30 | NS | 45 | 41 |
|  | Demographic matching for both patient's group in each dimension: heart-beat detection (HBD) task accuracy, metacognition task, heart-evoked potential (HEP), brain grey matter volume and brain connectivity. Mean and standard deviation values are shown for each group. *P-value*s are shown for each comparison: Fisher two-tailed test for Sex and T-tests for age and education. C: Controls, P: Patients. *P-val*: *P-value*s. NS: non-significant. |  |

**Data acquisition and preprocessing**

HBD task: Accuracy

From the HBD task we derived the following indexes that measure different aspects of interoceptive behavioral performance (accuracy).

*Response-count-based accuracy.* A modified version of Schandry’s index (13) was calculated as the difference between actual heartbeats (as registered by the ECG) and total motor responses (instead of counted heartbeats, as in Schandy’s formula). The procedure is captured by the following equation:

$$Response-count-based Accuracy = 1- \frac{\left(Recorded hearbets-\sum\_{}^{}Total responses\right)}{Recorded heartbeats}$$

Note that the coefficient is displayed as a precision score (and not as an error-score), with higher values indicating better performance.

*Delay-based accuracy.* Following previous reports (14-21), we calculated this interoceptive accuracy index that considers two components: correct answers (which were estimated by comparing each participant’s motor response relative to the time window of the corresponding heartbeat); and the total of recorded heartbeats during each condition. In order to control for individual differences in heart rate (HR), each tapped response was time-locked to the ECG R-peak based on three different time-windows: 750 ms after the beat for a (HR) less than 69.76; 600 ms after the beat for a HR between 69.75 and 94.25; and 400 ms after the beat for a HR higher than 94.25. The ensuing score can vary between 0 and 1, with higher values indicating only small differences between correct answers and recorded heartbeats and thus better interoceptive performance. Accuracy was calculated with the following equation:

$$Delay Based Accuracy = 1- \frac{\left(Recorded hearbets-\sum\_{}^{}Correct Answers\right)}{Recorded heartbeats}$$

*Mean distance accuracy.* This index evaluates the synchronization between heartbeats and associated motor responses (22). Within each condition, each block is subdivided in overlapping windows starting at each individual heartbeat and extending for 10 seconds. Then, for each window, the absolute difference between cardiac frequency (CF, measured as 1/mean R-R) and response frequency (1/mean inter response intervals) is computed. The described process is represented in the following equation:

$$d\_{m,w }= \frac{\sum\_{i=1}^{N}|f\_{c}\_{i,w}-f\_{r}\_{i,w}|}{N}$$

Where CF is the average cardiac frequency in a window of w duration centered at time i, fr is the average response frequency in the same window and time, and N is the number of heartbeats in the block. To control for possible periods of the task where participants may have lost concentration, a coefficient of variation (CV) is estimated for the inter-response intervals inside each individual window. Only windows with a CV bigger than 1 are included to calculate the precision score. Finally, the absolute differences between cardiac and response frequencies are averaged across all the windows comprising each block of each condition. The minimum score for Dm index is 0, indicating a perfect match between motor responses and cardiac frequencies, with higher scores indicating higher distances, and thus, worse performance.

*D-prime accuracy.* This score is based on signal detection theory (SDT), a framework that allows distinguishing ambiguous stimuli as signal or noise (23, 24). In the context of the HBDT, a heartbeat is considered a signal, while its absence represents noise. Accordingly, participants’ responses are tagged as a ‘yes’ (when pressing the keyboard, a hit) or as a ‘no’ (when omitting, a miss). An affirmative response can only be considered correct if it occurs in a given window time-locked to the R-wave of the preceding heartbeat (the signal). Therefore, the absence of a response outside the window is a *correct rejection,* while a response outside the window is a *false alarm*.

The temporal extension of the window was determined for each participant according to his/her HR to control for potential inter-individual differences. The window was locked 750 ms after the beat for a HR below than 69.76; 600 ms after the beat for a HR between 69.75 and 94.25; and 400 ms after the beat for a HR higher than 94.25(25). We calculated the d’ index with the following equation:

$$d'=z\left(\frac{∑hit}{∑hit+∑miss}\right)-z\left(\frac{∑false alarm}{∑false alarm+∑correct rejection}\right)$$

Where z (p) is the inverse normal probability corresponding to cumulative probability. This formula weighs the strategy of the participant as it discriminates signal from noise, in order to eliminate successes by chance (e.g. a participant who always responds “yes” would get all the *hits)*. Obtaining higher values of d’ indicate better discrimination ability and thus better interoceptive accuracy.

HBD task: EEG-HEP

**Supplementary Table 3.** Mean and standard deviation number of epochs for each condition

|  |  |  |  |
| --- | --- | --- | --- |
| **Group** | **Interoceptive Accuracy** | **Post-feedback** | ***P-val*** |
|  | **Mean** | ***SD*** | **Mean** | ***SD*** |
| *Neurological* | 198.06 | 67.40 | 195.33 | 63.75 | NS |
| *Cardiac* | 199.80 | 59.36 | 188.20 | 67.52 | NS |
| Mean and standard deviation number of epochs for each condition (interoceptive accuracy, and post-feedback), and for each pathological group. An ANOVA factorial test was performed considering both conditions and their control group. |
|

Neuroimaging

**Supplementary Table 4.** Translation (right, forward, up) and rotation (pitch, yaw, roll) movement detail

|  |  |  |  |
| --- | --- | --- | --- |
| **Group** | **N** | **Translation (mm)** | **Rotation (°)** |
|  |  | **Mean** | ***SD*** | **Mean** | ***SD*** |
| *Neurological* | 41 | 0.11 | 0.07 | 0.10 | 0.09 |
| *Cardiac* | 23 | 0.10 | 0.05 | 0.07 | 0.06 |
| Mean and standard deviation translation (right, forward, up) and rotation (pitch, yaw, roll) movement for each pathological group. |

Classification data analysis

*Data normalization.* To avoid bias in sample variance introduced by outlier values, we first eliminated those that were 2.5 standard deviations above or below within each group and variable average score. Concerning the age gap between the two target groups (Supplementary Data Table 1), all scores of all levels of analysis were weighed by age (after outliers were eliminated), as done in previous research (26). To do this, we tested and ensured the validity of using a linear model with our data. Then, the normalization process was performed based on a multivariate linear model for each variable adjusted for the reference data (control group scores). Next, the difference between the dependent variable’s values and their corresponding prediction (given by the adjusted model) was calculated for the sample of testing data (the patient’s group score). To normalize these differences, their values were divided by the variability of the lineal model in an analogous way as in the standard calculus of z value. This procedure allows to compare the performance of the dependent variable by controlling for the influence of others independent variables. A weighted z-score close to zero corresponded to a performance similar to the base of the reference data, and lower/higher values corresponds to lower/higher values respect to base of the reference data. Following this procedure, we obtained weighted scores for each patient which also allowed us to compare both pathological groups in a classification analysis, since they both have different control group.

*Feature selection.* In order to choose the best features for each level of analysis, an attribute selection analysis was performed within each one. This analysis was performed with the Waikato Environment for Knowledge Analysis (WEKA) http://www.cs.waikato.ac.nz/ml/weka suite of ML software (27, 28), as done in previous research (29), using the “SVMAtributteSelection” function (an attribute evaluator). This function works by evaluating the importance of an attribute by using an SVM classifier. Attributes (variables) are ranked by the square of the weight assigned by the SVM (30). The filtering type used by the SVM was to normalize training data. The tolerance Parameter to pass to the SVM was 1.0E-10, the complexity parameter to pass to the SVM was 1 and the constant rate of attributes eliminated per iteration was 1, epsilon parameter to pass to the SVM was 1.0E-25 (as set in default). Feature search was performed with the ranker method, which ranks attributes by their individual evaluations in conjunction with attribute evaluators. The evaluation mode was 10-fold cross-validation.

*Classification methods.* Two models were run for classification analysis. The first one compared the two target pathologies (neurological vs cardiological), whereas the second one looked within the neurological group, testing between neurological diseases (AD, MS, ST and bvFTD). For the first analysis our objective was to determine which dimension (or combination) classified better between neurological pathologies in general, and another group of common old age disease (hypertension).

For the second analysis our intention was to analyze whether these same dimensions could differentiate between specific neurological diagnosis. We compared each pathological group with the others (OT) together. In the cases of AD, FTD and ST there was an imbalance between the OT and the target group. To balance the total of cases for both groups, we repeated each classification analysis (only for those target pathologies) 10 times with different randomized sub-samples of the OT group that were of the same size as the target group. In these cases, all classification results are the mean value of all the sub-sample repeated analysis.

Using the PredPsych package of R (31), we used the cross-validated Linear Discriminant Analysis function (LDA), to perform cross-validated Linear Discriminant Analysis. A 5-fold cross-validation analysis was performed for training and testing dataset, with a 70% fraction of data to keep for training data. These functions use an algorithm for classification-based analyses. Linear Discriminant Analysis works by building a model composed of several discriminant functions based on linear combinations of data features that provide the best discrimination between two or more conditions/classes. The goal of the statistical analysis is thus to combine the data features scores in a way that a single new composite variable, the discriminant function, is produced (for details see (32, 33)). All missing data were replaced with the mean value for each variable.

To determine whether the classification accuracy was biased by the sample size difference between the pathological groups, we decided to repeat the classification analysis 10 times with different randomized sub-samples of the neurological group that were of the same size as the cardiological group (25 patients).

*Feature relevance.* To clarify which dimension contributed most to both model’s classification accuracy, we performed a feature relevance analysis. To do this, we repeated the classification analysis that was performed by omitting one dimension, for each of the five features in the classification. If the resulting accuracy score decreased without a given feature, the feature can be considered relevant, conversely if these values increased, the feature can be considered to introduce unwanted noise. The differences in accuracy between the model with all the variables and each model omitting one dimensions determined the merit of each feature (the higher difference, the lower merit). Finally, classification was repeated by taking out one by one the features following the merit order (For further details see Suplementary Data 1.3.4.)

**RESULTS**

**Supplementary Table 5.** Feature selection.

|  |  |
| --- | --- |
| **Attribute** | **Average rank**  |
| 1. *Mean distance accuracy interoceptive accuracy condition*
 | 2.7 (1.19) |
| 1. *D-prime accuracy post condition*
 | 3.1 (1.51) |
| 1. *Delay-based accuracy interoceptive accuracy condition*
 | 3.6 (1.91) |
| 1. *Response-count-based accuracy interoceptive accuracy condition*
 | 4.1 (2.91) |
| 1. *Mean distance post condition*
 | 4.5 (2.38) |
| 1. *D-prime interoceptive accuracy condition*
 | 5 (1.26) |
| 1. *Delay-based post condition*
 | 5.6 (1.36) |
| 1. *Response-count-based accuracy post condition*
 | 7.4 (1.02) |
| Mean accuracy and standard deviation for attribute ranking in HBDT accuracy dimension. |
|

**Supplementary Table 6.** Attribute ranking in the metacognition dimension.

|  |  |
| --- | --- |
| **Attribute** | **Average rank**  |
| 1. *Mean Interoceptive sensibility for post-feedback condition*
 | 1 (0) |
| 1. *Interoceptive awareness for post-feedback condition with D-prime accuracy*
 | 2.3 (0.46) |
| 1. *Interoceptive awareness for post-feedback condition with Mean distance accuracy*
 | 2.7 (0.46) |
| 1. *Interoceptive awareness for interoceptive accuracy condition with D-prime accuracy*
 | 4.7 (0.9) |
| 1. *Interoceptive awareness for post condition with Delay-based accuracy*
 | 5.5 (1.02) |
| 1. *Interoceptive awareness for interoceptive accuracy condition with Mean distance accuracy*
 | 6.1 (1.37) |
| 1. *Interoceptive awareness for post-feedback condition with* *Response-count-based accuracy*
 | 7 (2.05) |
| 1. *Interoceptive awareness for interoceptive accuracy condition with Response-count-based accuracy*
 | 8.1 (0.94) |
| 1. *Interoceptive awareness for interoceptive accuracy condition with Delay-based accuracy*
 | 8.3 (1.1) |
| 1. *Mean Interoceptive sensibility for interoceptive accuracy condition*
 | 9.3 (1.19) |
| Mean accuracy and standard deviation for attribute ranking in the metacognition dimension. |
|

**Supplementary Table 7.** Attribute ranking in HEP dimension.

|  |  |
| --- | --- |
| **Attribute** | **Average rank**  |
| 1. *Central ROI in 200-300 window, interoceptive accuracy condition*
 | 1.2 (0.4) |
| 1. *Right ROI in 200-300 window, interoceptive accuracy condition*
 | 1.8 (0.4) |
| 1. *Central ROI in 200-300 window, pos-feedback condition*
 | 4.4 (1.43) |
| 1. *Right ROI in 300-400 window, post-feedback condition*
 | 5.4 (1.85) |
| 1. *Central ROI in 300-400 window, interoceptive accuracy condition*
 | 6.1 (2.07) |
| 1. *Right ROI in 200-300 window, post-feedback condition*
 | 6.7 (2.37) |
| 1. *Left ROI in 200-300 window, post-feedback condition*
 | 7.6 (2.5) |
| 1. *Left ROI in 300-400 window, interoceptive accuracy condition*
 | 8.3 (2.76) |
| 1. *Left ROI in 200-300 window, interoceptive accuracy condition*
 | 8.6 (2.76) |
| 1. *Right ROI in 300-400 window, interoceptive accuracy condition*
 | 8.8 (3.31) |
| 1. *Central ROI in 300-400 window, post-feedback condition*
 | 9 (1.84) |
| 1. *Left ROI in 300-400 window, post-feedback condition*
 | 10.1 (1.51) |
| Mean accuracy and standard deviation for attribute ranking in HEP dimension. |
|

**Supplementary Table 8.** Attribute ranking in brain grey-matter volume dimension

|  |  |
| --- | --- |
| **Attribute** | **Average rank** |
| 1. *Right Four ROIs*
 | * 1. (1.14)
 |
| 1. *Right anterior cingulate gyrus*
 | 3.7 (2) |
| 1. *Left anterior cingulate gyrus*
 | 3.7 (1.19) |
| 1. *Bilateral midcingulate área*
 | 5.5 (3.67) |
| 1. *Right insula*
 | 6.6 (3.29) |
| 1. *Left Four ROIs*
 | 6.8 (3.22) |
| 1. *Bilateral insula*
 | 6.9 (3.18) |
| 1. *Right midcingulate area*
 | 8.8 (2.75) |
| 1. *Left insula*
 | 9.1 (2.12) |
| 1. *Left midcingulate area*
 | 9.2 (4.96) |
| 1. *Bilateral Four ROIs*
 | 9.3 (3.74) |
| 1. *Bilateral anterior cingulate gyrus*
 | 11.3 (2.1) |
| 1. *Left postcentral gyrus*
 | 11.6 (3.1) |
| 1. *Right postcentral gyrus*
 | 11.8 (2.18) |
| 1. *Bilateral postcentral gyrus*
 | 13.6 (1.36) |
| Mean accuracy and standard deviation for attribute ranking in brain grey-matter volume dimension. |
|

**Supplementary Table 9**. Attribute ranking in brain connectivity dimension.

|  |  |
| --- | --- |
| **Attribute** | **Average rank** |
| 1. *Left anterior cingulate gyrus vs. Right postcentral gyrus*
 | 1 (0) |
| 1. *Right midcingulate area vs. Right postcentral gyrus*
 | 2.3 (0.46) |
| 1. *Left midcingulate area vs. Left postcentral gyrus*
 | 3.7 (2.05) |
| 1. *Left insula vs. Left anterior cingulate gyrus*
 | 5.1 (1.14) |
| 1. *Left insula vs. Right midcingulate area*
 | 7.6 (3.38) |
| 1. *Left insula vs. Right anterior cingulate gyrus*
 | 8.6 (4.45) |
| 1. *Right insula vs. Left midcingulate area*
 | 9.2 (2.93) |
| 1. *Left insula vs. Left midcingulate area*
 | 11.1 (6.49) |
| 1. *Left insula vs. Left postcentral gyrus*
 | 12 (6.02) |
| 1. *Right insula vs. Right anterior cingulate gyrus*
 | 12.9 (5.97) |
| 1. *Right anterior cingulate gyrus vs. Right postcentral gyrus*
 | 13.4 (6.86) |
| 1. *Left midcingulate area vs. Right midcingulate area*
 | 13.8 (5.6) |
| 1. *Right midcingulate area vs. Left postcentral gyrus*
 | 14 (5.37) |
| 1. *Right anterior cingulate gyrus vs. Right midcingulate area*
 | 15.5 (3.91) |
| 1. *Left anterior cingulate gyrus vs. Right anterior cingulate gyrus*
 | 15.7 (6.72) |
| 1. *Right insula vs. Right postcentral gyrus*
 | 16.8 (6.52) |
| 1. *Right anterior cingulate gyrus vs. Left postcentral gyrus*
 | 17.1 (4.89) |
| 1. *Right anterior cingulate gyrus vs. Left midcingulate area*
 | 18.4 (7.36) |
| 1. *Left insula vs. Right postcentral gyrus*
 | 18.9 (6.14) |
| 1. *Left midcingulate area vs. Right postcentral gyrus*
 | 19.2 (5.34) |
| 1. *Left postcentral gyrus vs. Right postcentral gyrus*
 | 19.6 (3.9) |
| 1. *Left insula vs. Right insula*
 | 19.7 (6.25) |
| 1. *Left anterior cingulate gyrus vs. Left midcingulate area*
 | 19.9 (4.78) |
| 1. *Left anterior cingulate gyrus vs. Left postcentral gyrus*
 | 20.9 (4.28) |
| 1. *Left anterior cingulate gyrus vs. Right midcingulate area*
 | 21.8 (7.18) |
| 1. *Right insula vs. Left anterior cingulate gyrus*
 | 22 (5.2) |
| 1. *Right insula vs. Left postcentral gyrus*
 | 22 (4.24) |
| 1. *Right insula vs. Right midcingulate area*
 | 23.8 (2.32) |
| Mean accuracy and standard deviation for attribute ranking in brain connectivity dimension. |
|

**Classification**

To determine whether the classification accuracy was biased by the sample size difference between the pathological groups, we decided to repeat the classification analysis 10 times with different randomized sub-samples of the neurological group that are of the same size as the cardiological group (25 patients). To perform this, we took random subsets of the participants keeping the same proportion of the original sample. This procedure was implemented using random permutations in Matlab software, obtaining subsets of the original sample. Afterwards LDA analysis was repeated for each sub-group. Overall classification accuracy was maintained when using different sub-samples of the neurological group with a mean 0.79 classification accuracy (0.07 standard deviation), 0.83 specificity (0.03 standard deviation), and 0.78 sensitivity (0.11 standard deviation).

**Control of motor and attentional deficits in pathological samples**

To control for potential motor and/or attentional deficits that could affect HBD task performance in the patient groups, we compared the performance of neurological and cardiac groups relative to their matched controls in the control (feedback) condition. These analyses we based on the mean distance index and sensibility (confidence) for the feedback condition, namely, the control variables of those that were first ranked by model 1 in the interoceptive accuracy and metacognitive dimensions, respectively. Two-tailed unpaired *t*-tests revealed no significant differences between patients and controls in any variable (Supplementary Table 10).

**Supplementary Table 10.** Behavioral performance in HBD task control variables.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Variable (feedback condition)** | **Group** | **Mean (*SD*)** | ***N*** | ***T*** | ***p*** |
| Mean distance accuracy | *Neurological* | 0.27 (0.31) | 50 | 0.38 | 0.70 |
| *Control* | 0.25 (0.30) | 61 |
| *Cardiac* | 0.24 (0.32) | 25 | 0.80 | 0.42 |
| *Control* | 0.18 (0.25) | 43 |
| Sensibility (confidence) | *Neurological* | 84.81 (17.96) | 46 | 1.74 | 0.09 |
| *Control* | 77.54 (22.28) | 49 |
| *Cardiac* | 85.42 (13.89) | 16 | 0.20 | 0.85 |
| *Control* | 84.34 (19.89) | 22 |
|  |

**Feature relevance**

**Supplementary Table 11.** Linear Discriminant Analysis classification feature relevance for the first model.

|  |  |  |  |
| --- | --- | --- | --- |
| **Dimension omitted** | **Accuracy** | **Specificity** | **Sensitivity** |
| *None* | 0.81 | 0.79 | 0.92 |
| *Metacognition* | 0.71 | 0.73 | 0.62 |
| *HBD task Accuracy* | 0.73 | 0.75 | 0.67 |
| *HEP* | 0.80 | 0.77 | 1.00 |
| *Brain volume* | 0.81 | 0.78 | 1.00 |
| *Brain connectivity* | 0.83 | 0.82 | 0.83 |
| **Dimension included** | **Accuracy** | **Specificity** | **Sensitivity** |
| *Metacognition* | 0.69 | 0.71 | 0.50 |
| *HBD task Accuracy* | 0.80 | 0.77 | 1.00 |
| *HEP* | 0.83 | 0.83 | 1.00 |
|  *Brain volume* | 0.83 | 0.82 | 0.83 |
| *Brain connectivity* | 0.81 | 0.79 | 0.92 |
| Linear Discriminant Analysis classification accuracy, specificity and sensitive values for the first model: by omitting only one variable or adding one by one.  |
|

**Supplementary Table 12.** Linear Discriminant Analysis classification accuracy for the second model.

|  |  |  |  |
| --- | --- | --- | --- |
| **Comparison** | **Accuracy** | **Specificity** | **Sensitivity** |
| AD vs. OT | 0.40 | 0.47 | 0.35 |
| bvFTD vs. OT | 0.50 | 0.49 | 0.50 |
| ST vs. OT | 0.69 | 0.71 | 0.72 |
| MS vs. OT | 0.53 | 0.59 | 0.48 |
| Mean | 0.53 | 0.56 | 0.52 |
| Linear Discriminant Analysis classification accuracy. specificity and sensitive values for each model adding education as sixth dimension. |
|
|

**Supplementary Table 13 and 14.** Linear Discriminant Analysis classification feature relevance for the second model.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Comparison** | **Dimension omitted** | **Accuracy** | **Specificity** | **Sensitivity** |
| AD vs OT | *None* | 0.40 | 0.47 | 0.35 |
| bvFTD vs OT | 0.50 | 0.49 | 0.50 |
| ST vs OT | 0.69 | 0.71 | 0.72 |
| MS vs OT | 0.53 | 0.59 | 0.48 |
| AD vs OT | *HBDT Accuracy* | 0.37 | 0.51 | 0.31 |
| bvFTD vs OT | 0.62 | 0.71 | 0.53 |
| ST vs OT | 0.61 | 0.25 | 0.70 |
| MS vs OT | 0.33 | 0.39 | 0.25 |
| AD vs OT | *HEP* | 0.36 | 0.47 | 0.14 |
| bvFTD vs OT | 0.54 | 0.61 | 0.46 |
| ST vs OT | 0.74 | 0.48 | 0.79 |
| MS vs OT | 0.56 | 0.65 | 0.51 |
| AD vs OT | *Metacognition* | 0.34 | 0.47 | 0.16 |
| bvFTD vs OT | 0.52 | 0.65 | 0.43 |
| ST vs OT | 0.79 | 0.64 | 0.80 |
| MS vs OT | 0.53 | 0.59 | 0.48 |
| AD vs OT | *Brain volume* | 0.40 | 0.51 | 0.25 |
| bvFTD vs OT | 0.5 | 0.64 | 0.42 |
| ST vs OT | 0.77 | 0.59 | 0.82 |
| MS vs OT | 0.47 | 0.52 | 0.43 |
| AD vs OT | *Brain connectivity* | 0.34 | 0.45 | 0.15 |
| bvFTD vs OT | 0.46 | 0.50 | 0.41 |
| ST vs OT | 0.77 | 0.68 | 0.80 |
| MS vs OT | 0.64 | 0.78 | 0.57 |
| Linear Discriminant Analysis classification mean accuracy, specificity and sensitive values for the second model: by omitting only one variable. For the AD, FTD and ST groups a mean of the 10 subsamples is reported. |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Comparison** | **Dimension included** | **Accuracy** | **Specificity** | **Sensitivity** |
| AD vs. OT | *Metacognition* | 0.45 | 0.58 | 0.39 |
| *Brain connectivity* | 0.40 | 0.58 | 0.39 |
| *HBDT Accuracy* | 0.42 | 0.52 | 0.25 |
| *Brain volume* | 0.36 | 0.47 | 0.14 |
| *HEP* | 0.40 | 0.47 | 0.35 |
| bvFTD vs. OT | *Brain connectivity* | 0.69 | 0.76 | 0.62 |
| *Brain volume* | 0.68 | 0.77 | 0.58 |
| *Metacognition* | 0.67 | 0.77 | 0.57 |
| *HEP* | 0.62 | 0.71 | 0.53 |
| *HBDT Accuracy* | 0.50 | 0.49 | 0.50 |
| ST vs. OT | *Brain volume* | 0.79 | 0.96 | 0.79 |
| *HBDT Accuracy* | 0.94 | 1.00 | 0.93 |
| *HEP* | 0.80 | 0.74 | 0.81 |
| *Brain connectivity* | 0.79 | 0.64 | 0.8 |
| *Metacognition* | 0.69 | 0.71 | 0.72 |
| MS vs. OT | *HBDT Accuracy* | 0.64 | 0.75 | 0.57 |
| *Brain volume* | 0.67 | 0.83 | 0.59 |
| *Metacognition* | 0.64 | 0.78 | 0.57 |
| *HEP* | 0.64 | 0.78 | 0.57 |
| *Brain connectivity* | 0.53 | 0.59 | 0.48 |
| Linear Discriminant Analysis classification accuracy, specificity, and sensitive values for the first model: by adding one by one. For the AD. FTD and ST groups a mean of the 10 subsamples is reported. |
|
|

Even though there were no differences between pathological groups in educational years (or between each group and its control group) we wanted to test whether it would have an importance in the model’s classification. We repeated the classification analysis for each model but adding education as a sixth variable. As seen in the table adding the education variable to the model only lowers the accuracy for both models.

**Supplementary Table 15.** Linear Discriminant Analysis classification detail for adding education as sixth dimension.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Model** | **Dimension included** | **Accuracy** | **Specificity** | **Sensitivity** | **Difference** |
| NEU vs. CAR | *All* | 0.81 | 0.79 | 0.92 | 0.00 |
| *All+Education* | 0.80 | 0.79 | 0.86 | 0.01 |
| Linear Discriminant Analysis classification accuracy, specificity and sensitive values for each model adding education as sixth dimension. |
|

**Neuroimaging feature relevance**

In order to determine the relevance of the neuroimaging features (brain volume and connectivity) separated from the other 3 features considered, we repeated the Linear Discriminant Analysis classification only with them but comparing each pathological group separately with the cardiological one. The comparison between the AD group and the cardiological group yielded the bigger classification accuracy (0.86), followed by ST (0.73) and bvFTD (0.74) and lastly MS (0.58). This is consistent with the level and location of atrophy for each neurological disease.
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