Supplemental Digital Content 1
Statistical Methods

The primary goal of this study was to evaluate proteins or peptides in rejection versus post-rejection plasma samples within the same patients from kidney graft recipients undergoing episodes of acute cellular rejection.  The second goal was to compare protein/peptide levels among rejectors and an independent control group of non-rejection patients.  The study analyzed plasma proteome profiles by SELDI-TOF-MS, and the study design created four statistical challenges:

1. Data were pooled from 48 separate ProteinChip arrays run 12 at a time in 96-well formats (also called “different runs” hereafter), which were used on different days.  Run-to-run variation was accounted for and kept to minimum.
2. Relative to each rejection event, plasma specimens were drawn at two different time points – the first plasma (defined as rejection sample, “A group”) was drawn near the time of the allograft rejection diagnosis (median = -1 day, range –16 to +8 days), and the second plasma (defined as post-rejection sample, “B group”) was drawn after biopsy diagnosis date (median = 28 days, range 14 to 180 days).  This created a before/after group effect – the main variable of interest.

3. Each plasma sample was split into three fractions and spotted in the same set of 12 ProteinChip arrays.  Thus, the 3 replicates created specimen-specific variation and not run-to-run variation. 

4. A cohort of 16 renal transplant patients contributed 34 plasma samples.   One of the patients had two separate rejection episodes thus this accounts for 17 “independent” episodes and can be called 17 pseudo-patients.  The unbalanced design complicated the data structure, which employed a random effect to account for specimen (patient-level) variation.

To account for these complexities, two different statistical approaches – one nonparametric, the other parametric – were proposed to identify an isolated protein/peptide peak as a potential biomarker for rejection.  The first approach involved a binomial model based on the ratios of the average intensities from rejection and post-rejection specimens, which were considered independent observations even when derived using plasma from the same patient.  This nonparametric method was intuitive and straightforward, but subject to oversimplification.  The second approach involved a hierarchical, mixed-effects, linear model (the mixed model), which tried to estimate all components of variation simultaneously.  This parametric method was more sophisticated but was subject to additional constraints (e.g., correct parameterization).  The common set of proteins or peptides confirmed by both models were regarded as potential biomarkers.

The Binomial Model

Ideally each peak cluster, detected by SELDI-TOF-MS, corresponds to a single protein or peptide.  Let 
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 represent the raw intensity value of a peak in one spectrum, where 
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 is the index for before/after treatment group, 
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 is the index for plasma-specimen-pair (called “specimen”, hereafter), and 
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 is the index for run.  Thus 
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 run.  The binomial model was based on the ratios of above two average intensities.  Averaging removed within-specimen (patient-level) variation, and the ratio mitigated chip-to-chip variation.  

Initially, we tried to detect single protein/peptide peaks that were over-expressed in rejection samples by defining the following statistic, CAB:
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CAB is the number of pseudo-patients whose average intensity in the rejection sample was at least 1.5 times higher than that in post-rejection sample.  The significance of the above statistic was measured via the binomial distribution, assuming specimens relative to rejection biopsies were independently sampled.  We further assumed that the probability of one peak having 
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 under the null hypothesis of no differential expression between rejection and post-rejection samples. Under the null hypothesis, the statistics 
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 after pooling all peak clusters together and considering the fact that most of the proteins or peptides were not differentially expressed. Therefore, the P-value for an individual peak equaled
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Similarly, we proceeded to detect those proteins or peptides that were under-expressed in rejection samples. The statistic (CBA) and its corresponding p value were calculated as:  
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The Mixed Model 

Instead of absorbing variation by taking averages and ratios, a regression analysis can estimate components of variation directly and precisely.  Since each specimen has three replicates for both rejection and post-rejection samples, a simple linear model was used to formulate the group or treatment effect in the 
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Protein profiles suggested that the intercept and the slope should vary across the different patients, and the previous model fits this observation.  However, we needed to make additional assumptions for run and patient effects in a hierarchical model.  We assumed that the average log-intensity for rejection samples (
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 , the intercepts) could be affected by different runs and by different patients, but the additive group effects 
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 (the slopes) are constant across runs and patients.  Next, we assumed that a single random-effects term (for specimens) would be sufficient to model both specimen and patient effects since almost all patients had just a single plasma pair.  Therefore, an upper-level model was formulated as
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 is the random effect or unexplained part of intercept for the 
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 is the overall group effect or difference between post-rejection and rejection samples after adjusting for the run and specimen effects.  Pooling the lower- and upper-level forms together yielded the mixed model:
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 are the fixed run and group effects, respectively.  
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To detect a differentially expressed protein or peptide, we tested whether the overall group effect 
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 was zero.  A simple t-test was used by default to perform such test, 
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. The lme() function in the R library nlme is used here to estimate and evaluate the mixed model (the R software package version 3.1-88, http://www.r-project.org/) . 

Classification and regression tree (CART)

Classification and regression tree training was applied to select a “best” small set of differentially expressed proteins/peptides as candidate biomarkers. The adjusted intensities of the selected potential biomarkers (the 22 peaks that were significant in both models) were used as predictors for classifying rejection versus post-rejection samples.  For each biomarker, the adjusted intensities were the log-transformed intensities after removing run and specimen effects. They were computed using
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The rpart() function in the R library rpart (the R software package version 3.1-41, http://www.r-project.org/) was applied to conduct the CART analysis.  In order to avoid over-fitting and to select a parsimonious set of predictor variables, the maxdepth (the maximum depth of any node of the final tree, with the root node counted as depth 0) was set to 3, and the minsplit (the minimum number of observations that must exist in a node, in order for a split to be attempted) was set to 5.  All other computer software parameters were set to their default values. 
Significant variations in plasma protein or peptide biomarker candidates detected by the binomial model
Again, the binomial model was a nonparametric method since the statistic is computed without specific distributional assumptions.  As the power of these statistics tends to be low, we culled all peaks with a P-value smaller than 0.05 without any multiple-testing correction.  Under this criterion, we detected 81 peaks highly increased in rejection samples and 63 peaks highly increased in post-rejection samples. The results are reported in Supplementary Table S1a and S1b.  

Significant variations in plasma protein or peptide biomarker candidates detected by the mixed model

With a Bonferroni correction, we detected 24 peaks that were significantly at different levels between rejection samples and post-rejection samples using adjusted intensities from the mixed model.  The results are recorded in Supplementary Table S2.   

Comparisons between the rejection samples and the non-rejection samples for the three plasma biomarker candidate markers

The peaks identified in the primary analysis of rejection (A) versus post-rejection (B) were compared to a group of biopsy proven non-rejection patients (C).Raw intensities for biomarkers were adjusted using their log-transformed intensities after removing run and specimen effects. They were computed as
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where i indexes the number of repeats per patient, j indexes patients, (0 is the intercept for the fourth run (the baseline), (r (r = 1,2,3) is the additive effect of the rth  run over the baseline, Rrj is the indicator variable for run r, and Uj  is the random effect or unexplained part of intercept for the jth patient.  In figures 1B and 3B of the main paper, P-values were obtained for pairwise-comparisons of adjusted means (A versus C and B versus C) using Scheffe’s multiple-comparison test.  Only Group C Patients, which were independent of patients in Groups A and B, were selected.

Traditional Logistic Regression Analysis
The ROC plots for the 5191 peak produced a similar cut point (-0.41, 100% sensitivity and 82 % specificity) as that indicated in the CART analysis (Figure 1B). The cut point for the 4467 Da peak differed from the CART due to the univariate approach, but when the ROC for this peak was determined conditional on the 5191 Da peak the cut point was comparable (0.48, 67% sensitivity and 100 % specificity) (Fig. S1).  Logistic regression and CART analysis of the 4467 Da and the 28kDa peaks showed that they differentiate rejection from post-rejection with a 59% sensitivity and 100% specificity (Figure S2).
Table S1. Significant variations in plasma protein or peptide biomarker candidates detected by binomial model

Table S1a: Detected plasma protein or peptide peaks highly increased in rejection samples (
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[image: image57.emf]Condition*M/Z Value (Da) Counts* Pvalue

1 2,094 10 0.003

2 2,468 8 0.036

3 2,492 8 0.036

4 2,505 10 0.003

5 2,584 8 0.036

6 2,677 8 0.036

7 3,709 8 0.036

8 3,768 9 0.011

9 3,860 9 0.011

10 3,883 8 0.036

11 4,125 9 0.011

12 4,187 9 0.011

13 4,931 8 0.036

14 4,965 8 0.036

15 5,136 9 0.011

16 5,191 14 0.000

17 5,389 8 0.036

18 5,471 8 0.036

19 6,365 9 0.011

20 7,748 9 0.011

21 8,783 8 0.036

22 17,116 8 0.036

23 19,329 7 0.035

24 19,409 8 0.010

25 19,650 7 0.035

26 19,742 9 0.003

27 20,295 7 0.035

28 20,388 9 0.003

29 23,053 9 0.003

30 23,286 8 0.010

31 50,835 9 0.003

32 51,590 7 0.035

33 63,313 7 0.035

34 102,233 7 0.035

35 2,067 8 0.030

36 2,183 8 0.030

37 2,272 8 0.030

38 2,439 8 0.030

39 2,491 8 0.030

40 2,609 13 0.000

41 2,696 10 0.002

42 4,466 8 0.030

43 4,536 8 0.030

44 4,548 8 0.030

45 4,564 8 0.030

46 4,933 8 0.030

47 5,191 10 0.002

4CL

4SH

6CL



[image: image58.emf]48 16,097 5 0.019

49 16,522 5 0.019

50 17,123 7 0.001

51 18,456 5 0.019

52 20,902 5 0.019

53 90,772 6 0.004

54 3,099 10 0.001

55 3,584 8 0.020

56 3,669 8 0.020

57 4,122 9 0.006

58 5,051 10 0.001

59 5,083 8 0.020

60 5,146 8 0.020

61 5,190 8 0.020

62 5,265 10 0.001

63 5,328 8 0.020

64 5,960 10 0.001

65 7,574 9 0.006

66 7,766 8 0.020

67 8,231 8 0.020

68 16,070 8 0.002

69 16,138 8 0.002

70 16,294 9 0.000

71 16,491 11 0.000

72 16,712 6 0.027

73 16,895 8 0.002

74 18,304 7 0.007

75 18,661 8 0.002

76 20,933 7 0.007

77 21,039 6 0.027

78 24,492 6 0.027

79 72,089 7 0.007

80 147,154 10 0.000

81 149,406 9 0.000

9CL

9SH

6SH


Condition*: first number is the pH value of fraction; second letter is represent of matrix (C: CHCA, S: Sinapinic acid); third letter is a symbol of laser energy (L: low energy, H: high energy).

Counts*: it records the number of patients (out of 17 patients in total) whose average intensity in rejection sample is at least 1.5 times higher than that in post-rejection sample.

Table S1b: Detected plasma protein or peptide peaks highly increased in post-rejection samples (
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[image: image60.emf]Condition* M/Z Value(Da) Counts* Pvalue

1 4,467 9 0.004

2 2,357 8 0.017

3 2,844 9 0.004

4 2,913 9 0.004

5 3,171 8 0.017

6 3,627 8 0.017

7 4,058 11 0.000

8 5,389 8 0.017

9 8,783 8 0.017

10 16,995 8 0.005

11 23,811 7 0.020

12 25,249 7 0.020

13 93,061 7 0.020

14 143,718 9 0.001

15 196,303 8 0.005

16 2,318 8 0.047

17 2,360 8 0.047

18 3,892 10 0.004

19 5,423 11 0.001

20 7,152 8 0.047

21 9,649 8 0.047

22 59,256 8 0.025

23 60,334 8 0.025

24 62,948 8 0.025

25 63,615 11 0.000

26 88,327 9 0.007

27 112,611 8 0.025

28 123,329 8 0.025

29 140,999 8 0.025

4CL

4SH

6CL

6SH



[image: image61.emf]30 2,184 7 0.048

31 2,509 8 0.015

32 2,567 9 0.004

33 2,723 7 0.048

34 2,733 9 0.004

35 2,870 7 0.048

36 2,981 8 0.015

37 2,994 9 0.004

38 3,008 8 0.015

39 3,038 7 0.048

40 3,063 10 0.001

41 3,078 7 0.048

42 3,154 8 0.015

43 3,178 8 0.015

44 3,219 7 0.048

45 3,559 8 0.015

46 3,604 7 0.048

47 3,638 8 0.015

48 4,398 7 0.048

49 4,468 7 0.048

50 4,683 7 0.048

51 4,716 7 0.048

52 5,485 7 0.048

53 9,371 8 0.015

54 9,648 8 0.015

55 28,186 10 0.002

56 28,336 9 0.007

57 28,574 9 0.007

58 29,134 8 0.026

59 34,817 8 0.026

60 56,388 8 0.026

61 100,822 9 0.007

62 109,796 9 0.007

63 188,758 8 0.026

9CL

9SH


Condition*: first number is the pH value of fraction; second letter is represent of matrix (C: CHCA, S: Sinapinic acid); third letter is a symbol of laser energy (L: low energy, H: high energy).

Counts*: it records the number of patients (out of 17 patients in total) whose average intensity in post-rejection sample is at least 1.5 times higher than that in rejection sample.

Table S2: Significant variations in plasma protein or peptide biomarker candidates detected by mixed model.


[image: image62.emf]M/Z Value  Pvalue for

Condition* (Da) mixed model

1 4,467 3.06E-04

2 4,125 1.35E-04

3 5,191 1.15E-11

4 36,747 1.67E-04

5 50,835 5.04E-06

6 143,718 3.62E-05

7 4,564 4.41E-05

8 4,933 1.80E-04

9 5,191 1.10E-06

10

10 26,042 4.88E-04

11 59,256 2.24E-04

12 60,334 3.72E-04

13 63,615 5.74E-04

14 123,329 2.10E-04

15 5,051 3.29E-05

16 5,083 6.40E-05

17 5,190 8.58E-07

18 5,265 1.21E-05

19 28,186 2.18E-04

20 28,336 1.42E-04

21 28,574 3.00E-04

22 29,134 1.40E-04

23 109,796 1.05E-04

24 188,758 2.59E-04

9CL

9SH

4CL

4SH

6CL

6SH


Condition*: first number is the pH value of fraction; second letter is represent of matrix (C: CHCA, S: Sinapinic acid); third letter is a symbol of laser energy (L: low energy, H: high energy).

Figure S1.  ROC analysis of 5191 Da and 4467 Da plasma biomarker candidate markers using the SELDI adjusted peak intensities
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Figure S2.  CART analysis of the 4467 Da and 28 kDa plasma biomarker candidates
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Summary.csv

						M/Z Value		Pvalue for

				Condition*		(Da)		mixed model

		1		4CL		4,467		3.06E-04

		2				4,125		1.35E-04

		3				5,191		1.15E-11

		4		4SH		36,747		1.67E-04

		5				50,835		5.04E-06

		6				143,718		3.62E-05

		7		6CL		4,564		4.41E-05

		8				4,933		1.80E-04

		9				5,191		1.10E-06

		10

		10		6SH		26,042		4.88E-04

		11				59,256		2.24E-04

		12				60,334		3.72E-04

		13				63,615		5.74E-04

		14				123,329		2.10E-04

		15		9CL		5,051		3.29E-05

		16				5,083		6.40E-05

		17				5,190		8.58E-07

		18				5,265		1.21E-05

		19		9SH		28,186		2.18E-04

		20				28,336		1.42E-04

		21				28,574		3.00E-04

		22				29,134		1.40E-04

		23				109,796		1.05E-04

		24				188,758		2.59E-04
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				Condition*		M/Z Value(Da)		Counts*		Pvalue

		1		4CL		4,467		9		0.004

		2				2,357		8		0.017

		3				2,844		9		0.004

		4				2,913		9		0.004

		5				3,171		8		0.017

		6				3,627		8		0.017

		7				4,058		11		0.000

		8				5,389		8		0.017

		9				8,783		8		0.017

		10		4SH		16,995		8		0.005

		11				23,811		7		0.020

		12				25,249		7		0.020

		13				93,061		7		0.020

		14				143,718		9		0.001

		15				196,303		8		0.005

		16		6CL		2,318		8		0.047

		17				2,360		8		0.047

		18				3,892		10		0.004

		19				5,423		11		0.001

		20				7,152		8		0.047

		21				9,649		8		0.047

		22		6SH		59,256		8		0.025

		23				60,334		8		0.025

		24				62,948		8		0.025

		25				63,615		11		0.000

		26				88,327		9		0.007

		27				112,611		8		0.025

		28				123,329		8		0.025

		29				140,999		8		0.025

		30		9CL		2,184		7		0.048

		31				2,509		8		0.015

		32				2,567		9		0.004

		33				2,723		7		0.048

		34				2,733		9		0.004

		35				2,870		7		0.048

		36				2,981		8		0.015

		37				2,994		9		0.004

		38				3,008		8		0.015

		39				3,038		7		0.048

		40				3,063		10		0.001

		41				3,078		7		0.048

		42				3,154		8		0.015

		43				3,178		8		0.015

		44				3,219		7		0.048

		45				3,559		8		0.015

		46				3,604		7		0.048

		47				3,638		8		0.015

		48				4,398		7		0.048

		49				4,468		7		0.048

		50				4,683		7		0.048

		51				4,716		7		0.048

		52				5,485		7		0.048

		53				9,371		8		0.015

		54				9,648		8		0.015

		55		9SH		28,186		10		0.002

		56				28,336		9		0.007

		57				28,574		9		0.007

		58				29,134		8		0.026

		59				34,817		8		0.026

		60				56,388		8		0.026

		61				100,822		9		0.007

		62				109,796		9		0.007

		63				188,758		8		0.026
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				Condition*		M/Z Value (Da)		Counts*		Pvalue

		1		4CL		2,094		10		0.003

		2				2,468		8		0.036

		3				2,492		8		0.036

		4				2,505		10		0.003

		5				2,584		8		0.036

		6				2,677		8		0.036

		7				3,709		8		0.036

		8				3,768		9		0.011

		9				3,860		9		0.011

		10				3,883		8		0.036

		11				4,125		9		0.011

		12				4,187		9		0.011

		13				4,931		8		0.036

		14				4,965		8		0.036

		15				5,136		9		0.011

		16				5,191		14		0.000

		17				5,389		8		0.036

		18				5,471		8		0.036

		19				6,365		9		0.011

		20				7,748		9		0.011

		21				8,783		8		0.036

		22				17,116		8		0.036

		23		4SH		19,329		7		0.035

		24				19,409		8		0.010

		25				19,650		7		0.035

		26				19,742		9		0.003

		27				20,295		7		0.035

		28				20,388		9		0.003

		29				23,053		9		0.003

		30				23,286		8		0.010

		31				50,835		9		0.003

		32				51,590		7		0.035

		33				63,313		7		0.035

		34				102,233		7		0.035

		35		6CL		2,067		8		0.030

		36				2,183		8		0.030

		37				2,272		8		0.030

		38				2,439		8		0.030

		39				2,491		8		0.030

		40				2,609		13		0.000

		41				2,696		10		0.002

		42				4,466		8		0.030

		43				4,536		8		0.030

		44				4,548		8		0.030

		45				4,564		8		0.030

		46				4,933		8		0.030

		47				5,191		10		0.002

		48		6SH		16,097		5		0.019

		49				16,522		5		0.019

		50				17,123		7		0.001

		51				18,456		5		0.019

		52				20,902		5		0.019

		53				90,772		6		0.004

		54		9CL		3,099		10		0.001

		55				3,584		8		0.020

		56				3,669		8		0.020

		57				4,122		9		0.006

		58				5,051		10		0.001

		59				5,083		8		0.020

		60				5,146		8		0.020

		61				5,190		8		0.020

		62				5,265		10		0.001

		63				5,328		8		0.020

		64				5,960		10		0.001

		65				7,574		9		0.006

		66				7,766		8		0.020

		67				8,231		8		0.020

		68		9SH		16,070		8		0.002

		69				16,138		8		0.002

		70				16,294		9		0.000

		71				16,491		11		0.000

		72				16,712		6		0.027

		73				16,895		8		0.002

		74				18,304		7		0.007

		75				18,661		8		0.002

		76				20,933		7		0.007

		77				21,039		6		0.027

		78				24,492		6		0.027

		79				72,089		7		0.007

		80				147,154		10		0.000

		81				149,406		9		0.000
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				Condition*		M/Z Value(Da)		Counts*		Pvalue

		1		4CL		2,235		9		0.004

		2				2,357		8		0.017

		3				2,844		9		0.004

		4				2,913		9		0.004

		5				3,171		8		0.017

		6				3,627		8		0.017

		7				4,058		11		0.000

		8				5,389		8		0.017

		9				8,783		8		0.017

		10		4SH		16,995		8		0.005

		11				23,811		7		0.020

		12				25,249		7		0.020

		13				93,061		7		0.020

		14				143,718		9		0.001

		15				196,303		8		0.005

		16		6CL		2,318		8		0.047

		17				2,360		8		0.047

		18				3,892		10		0.004

		19				5,423		11		0.001

		20				7,152		8		0.047

		21				9,649		8		0.047

		22		6SH		59,256		8		0.025

		23				60,334		8		0.025

		24				62,948		8		0.025

		25				63,615		11		0.000

		26				88,327		9		0.007

		27				112,611		8		0.025

		28				123,329		8		0.025

		29				140,999		8		0.025

		30		9CL		2,184		7		0.048

		31				2,509		8		0.015

		32				2,567		9		0.004

		33				2,723		7		0.048

		34				2,733		9		0.004

		35				2,870		7		0.048

		36				2,981		8		0.015

		37				2,994		9		0.004

		38				3,008		8		0.015

		39				3,038		7		0.048

		40				3,063		10		0.001

		41				3,078		7		0.048

		42				3,154		8		0.015

		43				3,178		8		0.015

		44				3,219		7		0.048

		45				3,559		8		0.015

		46				3,604		7		0.048

		47				3,638		8		0.015

		48				4,398		7		0.048

		49				4,468		7		0.048

		50				4,683		7		0.048

		51				4,716		7		0.048

		52				5,485		7		0.048

		53				9,371		8		0.015

		54				9,648		8		0.015

		55		9SH		28,186		10		0.002

		56				28,336		9		0.007

		57				28,574		9		0.007

		58				29,134		8		0.026

		59				34,817		8		0.026

		60				56,388		8		0.026

		61				100,822		9		0.007

		62				109,796		9		0.007

		63				188,758		8		0.026
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				Condition*		M/Z Value (Da)		Counts*		Pvalue

		1		4CL		2,094		10		0.003

		2				2,468		8		0.036

		3				2,492		8		0.036

		4				2,505		10		0.003

		5				2,584		8		0.036

		6				2,677		8		0.036

		7				3,709		8		0.036

		8				3,768		9		0.011

		9				3,860		9		0.011

		10				3,883		8		0.036

		11				4,125		9		0.011

		12				4,187		9		0.011

		13				4,931		8		0.036

		14				4,965		8		0.036

		15				5,136		9		0.011

		16				5,191		14		0.000

		17				5,389		8		0.036

		18				5,471		8		0.036

		19				6,365		9		0.011

		20				7,748		9		0.011

		21				8,783		8		0.036

		22				17,116		8		0.036

		23		4SH		19,329		7		0.035

		24				19,409		8		0.010

		25				19,650		7		0.035

		26				19,742		9		0.003

		27				20,295		7		0.035

		28				20,388		9		0.003

		29				23,053		9		0.003

		30				23,286		8		0.010

		31				50,835		9		0.003

		32				51,590		7		0.035

		33				63,313		7		0.035

		34				102,233		7		0.035

		35		6CL		2,067		8		0.030

		36				2,183		8		0.030

		37				2,272		8		0.030

		38				2,439		8		0.030

		39				2,491		8		0.030

		40				2,609		13		0.000

		41				2,696		10		0.002

		42				4,466		8		0.030

		43				4,536		8		0.030

		44				4,548		8		0.030

		45				4,564		8		0.030

		46				4,933		8		0.030

		47				5,191		10		0.002

		48		6SH		16,097		5		0.019

		49				16,522		5		0.019

		50				17,123		7		0.001

		51				18,456		5		0.019

		52				20,902		5		0.019

		53				90,772		6		0.004

		54		9CL		3,099		10		0.001

		55				3,584		8		0.020

		56				3,669		8		0.020

		57				4,122		9		0.006

		58				5,051		10		0.001

		59				5,083		8		0.020

		60				5,146		8		0.020

		61				5,190		8		0.020

		62				5,265		10		0.001

		63				5,328		8		0.020

		64				5,960		10		0.001

		65				7,574		9		0.006

		66				7,766		8		0.020

		67				8,231		8		0.020

		68		9SH		16,070		8		0.002

		69				16,138		8		0.002

		70				16,294		9		0.000

		71				16,491		11		0.000

		72				16,712		6		0.027

		73				16,895		8		0.002

		74				18,304		7		0.007

		75				18,661		8		0.002

		76				20,933		7		0.007

		77				21,039		6		0.027

		78				24,492		6		0.027

		79				72,089		7		0.007

		80				147,154		10		0.000

		81				149,406		9		0.000
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