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The most popular method in medical decision making is using dichotomization, most often by applying the maximum Youden Index so that the sum of *Se* and *Sp* is maximized. The constructors of the MOCA have used a similar dichotomization, using a balance between *Se* and *Sp* 1. In the past 2–6 as well as more recently 7–10 researchers have argued against such dichotomization and have suggested methods for defining a range of uncertain test scores that does not allow for sufficient distinction between the patients. These methods result in three ranges (trichotomization): 1. a range that indicates the presence of the targeted disease relatively the best; 2. a range of uncertain test scores that offers very limited distinction between patients; and 3. a range that indicates the absence of the disease relatively the best.

This paper proposes a practical approach: test scores can be defined as uncertain when they offer about equal likelihood to come from the two populations of patients with and without the targeted disease. The goal of the data analysis is to identify the range of test scores that has about equal probabilities to be observed for both the populations of patients with and without the targeted disease. These test results are most prone to classification errors and form a separate class in between less error-prone scores. These outer classes offer more superior positive or negative classifications. Classification errors typically concentrate around the point of intersection of the two distributions or its equivalence, the optimal threshold where the Youden index (*J* = *Se* + *Sp* -1) reaches its maximal value 11.

Without losing generality, the descriptions of the statistics below assume that lower scores indicate a positive status of the patient and higher scores a negative status. To be able to explain the applied method of threshold estimation more clearly, it is useful to explain the equivalence and difference between predictive values, standardized predictive values and post-test probabilities.

***Predictive values***. Predictive values provide the probabilities for the presence of the disease, *given* the obtained test result 12. Predictive values consequently provide information about the accuracy of the classification. Commonly, the negative predictive values (NPV) is calculated for the range of test scores used for a negative classification (test scores > dichotomous cut-point c), leading to the formulation NPV = TN / (TN + FN) and the PPV for positive classifications (the range of test scores <= c; PPV = TP / (TP + FP)), where TN concern the number of true negative, FN false negative, TP true positive and FP false positive classifications. Within the context of three-way classification, a more general definition is needed. Predictive values provide the probabilities of the patient’s negative and positive true status, given the range of test scores x. More generally, predictive values are calculated directly based on the observed frequencies in the two samples of patients with and without the targeted disease. For a range of test scores x, if f0(x) and f1(x) are the frequencies of patients without and with the targeted disease given x, the negative predictive value (NPV) can be defined as: NPV(x) = f0(x) / (f0(x) + f1(x)) and the positive predictive value (PPV) as: PPV(x) = f1(x) / (f0(x) + f1(x)). This definition also shows that NPV(x) = 1 – PPV(x) when calculated for the same range of test scores x.

These predictive values are exact for the observed patients with and without the targeted disease and are valid for the observed sample prevalence. Interpreting the predictive values of individual test scores is straightforward. For instance, when 240 true patients from a sample have score 25, and 257 patients without the targeted disease have score 25 a patient who receives MoCA test score 25, will consequently have a 240 / (240 + 257) = 0.48 chance of CI. This number is exact for the sample involved. These predictive values therefore indicate the accuracies of the classifications in the sample, given the range of applied test score(s). As such, it is an important outcome for evaluating the accuracy of classification in a sample, given the observed test score(s). For comparisons of methods, in this paper the lower limit of .8 is considered a sufficient predictive value, both for NPV and PPV.

***Standardized predictive values***. Heston’s proposal 13,14 to standardize predictive values was made in the context of a single cut-point. However, it makes sense to also use a more general definition here, and to relate standardized predictive values to the *relative* frequencies or densities of the (range of) test score(s). The densities for a range of test scores x can be defined d0(x) = f0(x) / n0 and d1(x) = f1(x) / n1, where n0 and n1 are the number of observed patients in the two samples. The standardized negative predictive value (SNPV) is defined as SNPV(x) = d0(x) / (d0(x) + d1(x)) and the standardized positive predictive value (SPPV) as SPPV(x) = d1(x) / (d0(x) + d1(x)). The two distributions are weighted equally, or in other words, the prevalence is standardized to .5. Like Se and Sp, standardized predictive values are independent of prevalence when the samples are drawn from the same two populations. The interpretation of the standardized predictive values is not as straightforward as the interpretation of the common predictive values: they provide the estimated relative probability which of the two distributions makes the observed test score most likely, the distribution of the population of patients with or the population without the disease. If, for instance, 8% of true patients have score 25, and 11% of patients without CI have score 25, a patient with test score 25 has an estimated relative probability of 8 / (8 + 11) = 0.42 to belong to the population with cognitive impairment and a probability of 0.58 to belong to the population without cognitive impairment. The estimates improve with larger samples.

Standardized predictive values are most useful to identify the range of uncertain test scores that offer a limited distinction between the populations of patients with and without the targeted disease. It should also be noted that the predictive values of two samples of patients with and without the targeted impairment (PPV and NPV) can be different from the estimates of the standardized predictive values for the two populations (SPPV and SNPV). These differences are larger when prevalence deviates more strongly from .5 (see Supplemental File B where the distributions of 30 different US ADCs are shown).

***Post-test probabilities***. Posttest probabilities 15 may seem quite different from predictive values, but they are not. The posttest probability is equal to the positive predictive value when the pretest probability is set to the sample prevalence, while the standardized positive predictive value is equal to the posttest probability when the pretest probability is set to .5. Post-test probabilities are most versatile, as they can be calculated for every possible value of prevalence.

***Uncertain test scores***. This is defined as a range of test scores with about equal densities in the two distributions of patients with and without the targeted disease. Standardized predictive values are therefore most suited to the determination of this range of uncertain test scores. How much uncertainty can be allowed is open for discussion. This paper uses an SNPV and an SPPV < .667 (odds two to one) to define test scores that are too uncertain for classification concerning the presence of CI.

***More reliable estimates and smoothing***. Even when all conditions stay the same, we cannot expect to find the same test score for a patient on second application. Due to random influences, a second test score will be slightly lower or higher. Reliable estimates of these predictive probabilities are consequently needed, and these should be corrected for this randomness to a certain degree. In test theory, this random effect is estimated with the Standard Error of Measurement (SEM), which depends directly on the reliability of the test:, where s is the standard deviation of the test scores and r the estimated reliability of the test 16,17. The true score of an individual patient lies with some probability (roughly 68%) within a range of ±1 SEM around the observed test score. This provides information about the range of test scores where the true score of the patient can be expected. The average standardized predictive values of a fixed number of consecutive test scores (in this case 5) are calculated, where each subset of test scores is modified by a forward shift, excluding the first test score and including the next test score. Such a moving average smooths the predictive values, stabilizes the estimates across different samples, and mitigates peculiarities in the sample. For the determination of thresholds, standardized predictive values are calculated for the range of ±1 SEM around each test score to obtain more reliable predictive values.

A documented function (RPV) in the language R 18 that performs all calculations is made available in the R-package UncertainInterval 19.

The first step is to define the cutoff scores for the range of uncertain test scores that disallow positive or negative classification, based on all results. For this, we need a sufficient estimate of the test reliability.

A meta-study 20 of 39 studies presented 8 studies of the repeated measurement reliability (using the intra-class correlation; ICC) of the MOCA, varying from .75 to .92. Most of these studies use small samples (<= 80), but the results are comparable for samples of normal and MCI patients. Feeney et al. 21 studied 253 older participants in a longitudinal study in Ireland and reported a reliability of .81 (ICC). Cooley et al. 22 studied healthy patients and reported low test-retest reliabilities for this group and concluded that the MOCA may be susceptible to practice effects. Another study suggests that estimates of the reliability of the MOCA may vary strongly across clinical (.75) and non-clinical populations (.5 and .63), using Cronbach’s alpha as an estimate 23. Considering the differences in sampling, the size of the samples, the different reliability indicators used and the varying results, it is difficult to draw from these results a conclusion concerning the reliability of the MoCA.

The test-retest reliability estimate used in this study is based on 2038 patients for whom both the first and second MoCA measurements are available. The time lapse between these two measurements is highly variable, with a minimum of 5 days and a maximum of 1064 days. The mode and the median of the time lapse are close to a year (median 387 days, mode 364 days). There is hardly any systematic difference between the distributions of the two measurements (Figure A1), although the second measurement is more variable, especially for those patients with lower scores. The ICC based on these two measurements is .87. 

Figure A1: Boxplot to compare the first two measurements (n = 2038).

The test-retest reliability for individuals who were re-evaluated between 335 and 395 days after initial testing offers an ICC of .88 (n = 882). For this study, the lower estimate (.87) is used as an estimate of reliability.

To reduce random effects, the standardized predictive values are calculated for a range of scores around the obtained score. The size of this range is set to (approximate) the score ±1 \* SEM. This somewhat smooths the estimates and stabilizes them. Table A1 shows the smoothed standardized predictive values for these more reliable score ranges. The estimate of SEM is 2.27 and the ranges are score ± 2. This covers a confidence level of 62.1% for the reliable test score. Reliable standardized predictive values cannot be calculated for the most extreme values (test scores 0, 1, 29 and 30) and are consequently extended from the nearest calculable value. These test scores represent the highest and lowest standardized predictive values. In practice, this should therefore rarely pose a problem for the determination of the most uncertain test scores, as classification errors are typically found around the Youden threshold (in this case 23) and not in the tails of the distributions. The ranges of test scores are indicated with subscripts in Table A1. Applying the odds of a correct classification as 2 against 1 means the minimum level of SNPV or SPPV is .667.

Table A1: Reliable Standardized Negative and Positive Predictive Values

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Score  | 0 | 1 | 024 | 135 | 246 | 357 | 468 | 579 | 6810 | 7911 | 81012 |
| RSNPV | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| RSPPV | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Score  |  | 91113 | 101214 | 111315 | 121416 | 131517 | 141618 | 151719 | 161820 | 171921 | 182022 |
| RSNPV |  | 0 | 0 | 0.01 | 0.02 | 0.03 | 0.05 | 0.07 | 0.11 | 0.16 | 0.20 |
| RSPPV |  | 1 | 1 | 0.99 | 0.98 | 0.97 | 0.95 | 0.93 | 0.89 | 0.84 | 0.80 |
| Score |  | 192123 | 202224 | 212325 | 222426 | 232527 | 242628 | 252729 | 262830 | 29 | 30 |
| RSNPV |  | 0.27 | 0.37 | 0.46 | 0.55 | 0.66 | 0.75 | 0.81 | 0.86 | 0.86 | 0.86 |
| RSPPV |  | 0.73 | 0.63 | 0.54 | 0.45 | 0.34 | 0.25 | 0.19 | 0.14 | 0.14 | 0.14 |

RSNPV: Reliable estimate of the Standardized Negative Predictive Value

RSPPV: Reliable estimate of the Standardized Positive Predictive Value

The obtained results of this method are shown in Table A2. The row “Correct classifications” represents the common NPV and PPV for the negative and positive classifications (NPV = .85; PPV = .922).

Table A2: Obtained results, using reliable predictive values and trichotomization with classification odds of 2

|  |  |  |  |
| --- | --- | --- | --- |
|  | Negative Classifications | Uncertain  | Positive Classifications |
| Scores | 26-30 | 22-25 | 0-21 |
| n | 1877 | 1379 | 1763 |
| Total sample | 37.4% | 27.5% | 35.1% |
| Correct classifications | 85.0% | - | 92.2% |
| True negative status | 67.1% | 27.1% | 5.8% |
| True positive status | 10.6% | 27.8% | 61.6% |
| Realized odds | 5.7 | 1.14 | 11.8 |

The scores 22 to 25 lead to odds (d1(x) / d0(x)) of 1.14 , indicating the difficulty of basing classifications on that range of scores. Although 27.5% of all test scores are found in that range, no less than 55.3% of all errors are in that range when applying the optimal cutoff score of 23. When using another, non-optimal dichotomous cutoff score, this percentage of errors will be even larger. For instance, when using cutoff score 25 (score 25 and less indicate CI), 60.6% of all errors are found in the range 22 to 25.

Positive classifications based on scores 0 to 21 are far less error-prone, with realized odds of 11.8 (d1(x) / d0(x)). Making correct negative classifications based on the MoCA scores 26 to 30 is slightly more difficult (odds = d0(x) / d1(x) = 5.7) with an 85% rate of correct classifications. Since the same range of scores is used for negative classifications, as proposed by Nasreddine et al. 1 (test result > 25 indicate CI), the accuracy results are equal: Sp (.671) and NPV (.85) are equal. In comparison to the dichotomous cutoff score of 25, the rate of positive classifications when the true status is positive (Se = .616) is lower. The reason for this is that for the calculation uncertain scores are considered as unambiguous errors. However, considering uncertain test scores as errors is hardly realistic.
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