**Supplementary Statistics**

All analyses were conducted in R 1. Treatment outcome analyses were performed using restricted maximum likelihood mixed models (MLMM) that included all randomized participants. In the between-group comparisons, Internet-CBT was considered to be superior to wait-list if the time-by-group interaction was statistically significant at the 0.05 level, i.e., Internet-CBT participants showed larger pre-to post-treatment change on the outcome than the wait-list participants. All models included random intercepts to adjust for baseline differences between individuals. Random slopes, which accounted for between-individual differences in development over time, were included if they significantly improved the goodness of fit of the model. Because most adolescents had two parents who provided data, analyses on the parent-rated outcomes were performed as 3-level models where the assessments were clustered within the parents, who were clustered within adolescents.

The longitudinal analyses of measures that were assessed weekly during treatment included 11 assessment points: the pre-treatment, 9 weekly, and the post-treatment assessment point. One participant in the treatment group provided a post-treatment score on the primary outcome measure that was 2.61 standard deviations above the mean score of the treatment group at post-treatment. Including this score on the analysis reduced the between group effect size by 14% on the primary outcome and between 6% and 8% on the other weekly measured outcomes. Thus, the participant was considered to be an outlier and the provided post-treatment assessment was excluded from the weekly analysis.

Six-month follow-up data provided by the treatment group were analyzed using the MLMM framework, including all the participants in the treatment group regardless of missing data at post-treatment or 6-month follow-up. Separate slopes were estimated for the pre- to post-treatment assessment (Slope 1) and post-treatment to 6-month follow-up assessment (Slope 2). A non-significant Slope 2 was interpreted as maintenance of improvement during the follow-up period while a significant Slope 2 was interpreted as improvement or deterioration during the follow-up period. Slope 1 and 2 were then summed to form the estimated overall pre to 6-month follow-up change in the treatment group. Standard errors for the summed slopes were calculated as

$$\sqrt{var\left(Slope\_{1}\right)+var\left(Slope\_{2}\right)+2cov(Slope\_{1},Slope\_{2})}$$

and used to determine the statistical significance of the overall within-group effect over the pre-treatment to 6-month follow-up period.

Estimated means and standard errors at pre-treatment, post-treatment, and 6-month follow-up assessments were calculated by summing the appropriate fixed effects obtained in the MLMM analyses, using the formula above. Between-group effect sizes were calculated as Cohen´s *d* by dividing the beta-coefficient of the interaction effect divided by the estimated MLMM pre-treatment standard deviation 2. Within-group effect sizes *d* were calculated as the estimated pre- to post-treatment change in each group (and Slope 1 and Slope 1+Slope 2 in the 6-month follow-up analyses) divided by the sample standard deviation at pre-treatments. Confidence intervals with a 95% margin for the effect sizes were calculated using 5000 bootstrap replications 3. The bootstrap replications were clustered on adolescents, i.e., if one adolescent was included in a bootstrap replication, all his or her assessment points were included in the bootstrap replication, regardless if they were provided by the adolescent or parent 4. Within-group effect sizes with a confidence interval that did not cross zero were interpreted as a significant pre- to-post treatment improvement within the groups.
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