
Table S2. Fold-wise AUCs of all methods on training data.  

 

Method 
Number 
of folds 

Number 
of genes 
selected 

Fold-wise 
AUC 

Average 
AUC 

Standard 
deviation of 

AUC 

Boruta wrapper 
around Random 
foresta 

N/A 49 N/A N/A N/A 

RFE using SVM 5 200 0.988, 0.971, 
0.960, 0.983, 
0.951 

0.971 0.027 

Lasso using 
Logistic 
Regression 

5 266 1.0, 0.985, 
0.988, 0.977, 
0.940 

0.978 0.039 

Random Forest 5 200 0.942, 0.983, 
0.956, 0.942, 
0.906 

0.946 0.048 

Abbreviations. AUC, Area under the Curve; RFE, Recursive feature elimination; SVM, 
Support vector machine  
a Boruta does not provide performance metrics. Feature selection is performed 
incrementally in successive iterations. In each iteration remaining true features are 
appended with randomly shuffled features and relative importance is computed for ‘all’ 
features; true features ranked below the best ‘phantom’ feature are eliminated. We used 
100 iterations for training Boruta.  
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