Appendix 3 – Behaviour of the Bayesian P-value for a multinomial model. 
In the notation of Section 4, the sampled value of (, 
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where ri is the observed cell frequency, 
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represents the fitted frequency under the assumed model, i.e. 
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(i=1, …,k) and 
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 is the sampled cell frequency under the assumed model.
The first part of 
[image: image6.wmf] 

%

d

 becomes zero when
[image: image7.wmf] 

 

ö

r

i

=

r

i

. This happens when constraints on the parent nodes of the (i are tight in the correct manner ensuring that 
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 (i=1, …,k), which has a probability equal to:
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Assuming 
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is non-negative when the second part equals 0 and only then there is a contribution to the Bayesian P-value. Thus, the posterior mean 
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. 
This value is the lower limit attainable by the Bayesian P-value. It is attained when the parent nodes of the multinomial probabilities are sufficiently constrained to assure virtually constant sampling of the multinomial probabilities equal to 
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In the case of a (very) poorly fitting model, the first part of 
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 (= deviance of the observations) (almost) always exceeds the second part (= deviance of sampled values) so that 
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 (almost) always takes the value 1. Thus the Bayesian P-value tends to 1.
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