A Model for Early Prediction of Facial Nerve Recovery after Vestibular Schwannoma Surgery 
Additional Materials and Methods
Statistical Analysis
Initial statistical comparisons were made using a Chi-square statistic, multivariate logistic regression and unpaired t-test. Statistical significance was accepted at p < 0.05. A Wilcoxon rank-sum test was used to check for differences in tumor size means between the two outcome groups, due to the lack of normality in both data distributions (not shown). The dependence of outcome on tumor size was measured by using a linear logistic regression model, such that log (p/ 1-p) = β0 + β1 size, where p is the probability of a poor outcome and size refers to the tumor. We first standardized tumor size to aid parameter interpretability so that effect size is with respect to standard deviation of tumor size, i.e. β1 measures the increase in log odds of a poor outcome for each standard deviation of tumor size.

We created a recovery rate model to determine how quickly HB grade improved after tumor resection. For this analysis, we used: a) data from subjects whose first post-operative HB grade was V or VI, b) functional assessments made before anastomosis was performed, and c) functional assessments performed up to 15 months after tumor resection. A Wilcoxon rank-sum test was used to look at differences between the recovery-rate means of the good and poor outcome groups. To determine the probability of a poor outcome for subject i, we used the following linear logistic regression model of outcome: log (pi/ 1- pi) = β0 + β1τ0i + β2τ1i, where pi is the probability of a poor outcome for subject i with (0i and (1i the intercept and slope of subject-specific rate-of-recovery estimates.

To test the accuracy of a predictive model, based on facial nerve rate-of-recovery, we used a cross-validation procedure. We predicted each subject i’s outcome from a rate-of-recovery model estimated from data of other subjects; i.e., data for subject i were not used to estimate the rate-of-recovery model. This simulated the setting where this data set was used to estimate the rate-of-recovery model and to predict the outcome of a new subject as functional assessments were made during the post-operative year. Once the outcome predictions for all subjects were determined by cross-validation, we ascertained the model's accuracy using a standard measurement of predictive performance - receiver operating characteristic (ROC) curves and their corresponding area-under-the-curve (AUC)
. In summary, AUC is an estimate of the rate at which a model correctly gives higher probability of poor outcome to a subject that indeed has a poor outcome than to a subject who has a good outcome; the higher the AUC, the more accurate the model. In terms of ROC curves, a perfect predictor would show a curve that starts at the origin, rises to a true positive rate of 1.0 and remains throughout the false positive range (see Figure 5). Statistical analysis was performed using the R statistical computing language and environment (R Development Core Team, 2008)
.
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