Appendix 




[image: ]
Figure 1: Representative histological slides using hematoxylin and eosin staining demonstrating at 20x magnification: 1) clear cell renal cell carcinoma, 2) papillary renal cell carcinoma, and 3) oncocytoma. 
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Figure 2: Study´s patient flow, adapted from the STARD recommendations. 















Table 1: Scanner manufacturers and types used for SRM preoperative CT imaging.  
	CT Scanner
	number of studies
	proportion

	GE BrightSpeed S
	7
	7.4%

	GE Optima CT520
	1
	1.1%

	GE Revolution HD
	1
	1.1%

	Philips Brilliance 16
	1
	1.1%

	Philips Brilliance 64
	1
	1.1%

	Philips Gemini
	4
	4.3%

	Siemens Emotion 16
	36
	38.3%

	Siemens Emotion 6
	8
	8.5%

	Siemens Emotion Duo
	1
	1.1%

	Siemens Perspective
	1
	1.1%

	Siemens Sensation 16
	3
	3.2%

	Siemens Sensation 4
	3
	3.2%

	Siemens Sensation 70
	1
	1.1%

	Siemens Somatom Definition AS
	8
	8.5%

	Siemens Somatom Definition Flash
	17
	18.1%

	Toshiba Aquilion
	1
	1.1%






Description of machine learning specifications
Random forest (RF)
RF is a decision tree model that uses 500 bootstrap samples and majority votes to reach a final model. At each tree node, a random subset of variables (mtry) from the full sample is provided, of which the algorithm picks the one best predicting the outcome.
Extreme gradient boosting (XG boost)
XG boost is an optimization and boosting tree-based model. Model parameters include the number of boosting iterations (nrounds) the model runs before it stops; the maximum tree depth (max_depth) to account for depth and complexity of trees; the shrinkage (eta) to control learning rate; the subsample ratio of columns (colsample_bytree) to randomly choose the number of columns from all columns to learn from; and the minimum sum of instance weight (min_child_weight) to indicate the minimum number of observations in a terminal node. 
Support vector machine (SVM)
SVM creates a multidimensional space with one dimension for each input variable. A hyperplane with optimized discrimination of plotted observations is implemented, maximizing the distance between the two outcomes, also called the margin. For the SVM implemented in this study, a radial kernel was used. Tuning parameters are the degree of self-regularization (C) and a kernel-specific parameter to define the gaussian distribution (sigma). 
Neural network (NN)
The NN architecture contains one input layer, one hidden layer, and one output layer that are interconnected with links and associated weights. Tuning parameters include the number of nodes in the hidden layer (size), and the weight decay (decay) that penalizes highly influential weights to regulate the network. 
k-nearest neighbors (KNN)
KNN plots observations in multidimensional space and compares each observation to its neighbors with regard to covariates and outcomes. The tuning parameters is the number of neighbors (k), of which one given observation is compared to for prediction of its outcome.




















[bookmark: _GoBack]Table 2: tuning parameters chosen for final machine learning models
	Algorithm
	tuning parameters

	XG boost
	nrounds=100
max_depth=4
eta=0.05, 
gamma=0.01
colsample_bytree=0.75, min_child_weight=0
subsample=0.5

	RF
	mtry=10

	NN
	size=5
decay=0.01

	SVM
	sigma=0.1
C=0.75

	KNN
	k=30
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