Appendix B: Calculation of mutual information
For two discrete variables of tremor time series X and Y, mutual information (MI(X;Y)) can be defined as
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where p(x,y) is the joint probability density function of X and Y, and p1(x) and p2(y) are the marginal probability density functions of X and Y respectively.
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