
Spatial Dependency  

The semivariance is a measure of spatial dissimilarity between all pairs of values generally used 

in geostatistics. It may be understood as opposite to correlation, which measures the degree of 

similarity between observations. As the correlation between observed values decreases, the 

semivariance increases with increasing separation distance.  

The variogram is a statistic widely used for estimating the parameters involved in the 

specification of the covariance structure. The variogram is defined as follows: 

𝐶(𝐮) =
1

2
𝑣𝑎𝑟[𝑌(𝐱 + 𝐮) − 𝑌(𝐱)] for any random process {𝑌(𝐱): 𝐱 𝜖 𝑅2}. 

A non-parametric estimator of the variogram is the empirical variogram: 

𝐶̂(𝐮) =
1

2|𝑁(𝑢)|
∑{𝑌(𝐱𝑖) − 𝑌(𝐱𝑗)}
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Where the sum is over N(u)={(i,j): xi-xj=u} and |N(u)| is the number of distinct elements of N(u). 

The variogram of Figure 1 suggests that observations that are not far apart from each 

other (i.e. closer together) are less dissimilar (i.e. more similar) than observations that are far 

apart. Because the shape of the empirical variogram indicates the presence of spatial 

dependency in the data, it makes sense to analyze the data using techniques from spatial analysis. 

 

 



Spatial Analysis 

The generalized linear geostatistical model (GLGM) takes the form: 

𝑌𝑖|𝑈(𝑠𝑖)~𝐵𝑒𝑟𝑛𝑜𝑢𝑙𝑙𝑖[𝑝(𝑠𝑖)] 

𝑙𝑜𝑔𝑖𝑡[𝑝(𝑠𝑖)] = µ + 𝛽𝑋(𝑠𝑖) + 𝑈(𝑠𝑖) 

 𝑐𝑜𝑣[𝑈(𝑠𝑖), 𝑈(𝑠𝑗)] = 𝜎2𝜌[(𝑠𝑖 − 𝑠𝑗), 𝜑] 

Here 𝑌𝑖 is the observed data at location 𝑠𝑖 with associated covariates 𝑋(𝑠𝑖). The probability that 

𝑌𝑖 = 1|𝑈(𝑠𝑖) (loss to follow-up given the random process at location 𝑠𝑖) is denoted as 𝑝(𝑠𝑖). The 

log odds of 𝑝(𝑠𝑖) is modeled as a linear additive function that includes an intercept term µ, 

regression coefficients 𝛽 associated to the covariates 𝑋(𝑠𝑖), and a random spatial process U(𝑠𝑖) 

at location 𝑠𝑖. The random Gaussian field U has joint multivariate normal distribution given by 

U~N(0,Σ) with 𝐔 = [𝑈(𝑠1), … , (𝑠𝑛)]𝑇 and 𝛴𝑖𝑗 = 𝑐𝑜𝑣[𝑈(𝑠𝑖), 𝑈(𝑠𝑗)] = 𝜎2𝜌[(𝑠𝑖 − 𝑠𝑗), 𝜑] . The 

correlation function 𝜌 was chosen to be exponential, which can be defined with a single scale 

parameter 𝜑 (usually referred as the range) that controls the rate at which the correlation decays 

with distance. Parameter 𝜎2 is the spatial variance.  

The model parameters were estimated using Bayesian inference with Markov Chain 

Monte Carlo (MCMC) algorithms. The Bayesian framework requires specifying prior distribution 

for the model parameters. The priors were assigned the following distributions: 

µ~𝑁(0, 𝜎µ
2) 

𝛽~𝑁(0, 𝜎𝛽
2) 



𝜎2~𝑆𝑐𝑎𝑙𝑒𝑑 𝐼𝑛𝑣𝑒𝑟𝑠𝑒 − 𝜒2(𝜈, 𝜏2) 

𝜑~𝑒𝑥𝑝𝑜𝑛𝑒𝑛𝑡𝑖𝑎𝑙(𝜆) 

The hyperparameters for the prior distributions of µ and 𝛽  were chosen to be the maximum 

likelihood estimators (MLE). The value of the hyperparameters for the spatial parameters were 

the following: 𝜈 = 1, 𝜏2 = 4, and 𝜆 = 4. Finally, statistical inference was based on the posterior 

distribution of the model parameters and the Gaussian process.  
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