Supplemental Appendix - Sensitivity Analysis


We explored the extent of potential sources of bias in our study using probabilistic sensitivity analysis [1-4]. For each source of bias we identified, we specified probability distributions about those bias parameters and used resampling techniques to create simulation intervals that accounted for both the systematic and random error in our study.


We investigated two potential sources of systematic error. First, to define the time of transmission for children in our study, we used the midpoint between the last negative and first positive HIV PCR test. The actual time of transmission could have been at any time between the two tests. To explore the extent of this bias, we specified a uniform distribution during which infection could have occurred using the day of the last negative test as the minimum and the day of the first positive test as the maximum. For each subject we randomly chose a time of transmission by sampling from the distribution, and recalculated the follow-up time; if the corrected time of transmission fell in a new time of transmission category, we recoded their exposure category. 


Second, we identified 30 HIV infected children in the study who were lost before completing one year of follow-up. These children may have been lost because either they were sicker than other children in the cohort or because their mother was sicker than other women in the study. As we had no reasons to believe that children who went on to die would have different rates of loss to follow-up within levels of the time of transmission groups, we assumed that 20% of these children died regardless of their exposure group. For each child lost, we conducted a Bernoulli trial with a binomial distribution with a probability of 20%. If the trial returned a value of one we assumed the child died; if not we assumed the child did not die. If the child was considered to have died, this was designated to have occurred at the time of being lost; we did not try to re-estimate the follow-up time.

After making any corrections to the dataset using the sampling methods just described, we calculated a corrected hazard ratio. This hazard ratio represents only one possible measure of effect corrected for the bias within the bounds of the probability distributions we specified. To assess the impact of the probability distributions, this entire process was repeated 10,000 times and the accumulated corrected hazard ratios were used to create a simulation interval (SI). We used the median of the accumulated estimates as our point estimate and created an interval using the 2.5th and 97.5th percentiles of the estimates accounting for systematic error. Random error was then added into the distribution by choosing a random normal deviate for each corrected hazard ratio, multiplying it by the standard error of the conventional estimate and subtracting it from the natural log of the corrected hazard ratio. We then exponentiated each estimate and created a simulation interval that accounted for both systematic and random error.

After accounting for systematic error only (mismeasurement of time of transmission and lost to follow-up), the median of the corrected estimates was 0.94 (95% SI 0.74 - 1.17) for those infected 4-40 days vs. 0-3 days and 0.41 (95% SI 0.34 - 0.51) for those infected > 40 days vs. 0-3 days. In both comparisons, results corrected for bias moved towards the crude results, suggesting that confounding was acting in the opposite direction of the other biases identified in our study. After accounting for both systematic and random error our intervals widened; the median of the corrected estimates was 0.94 (95% SI 0.53 - 1.62) for those infected 4-40 days vs. 0-3 days and 0.42 (95% SI 0.23 - 0.74) for those infected > 40 days vs. 0-3 days. Overall, the sources of bias identified do not appear to explain the reduced mortality among those infected after 40 days compared to those infected before 4 days.
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